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Abstract

We consider the task of generating designs di-
rectly from natural language descriptions, and
consider floor plan generation as the initial
research area. Language conditional genera-
tive models have recently been very success-
ful in generating high-quality artistic images.
However, designs must satisfy different con-
straints that are not present in generating artis-
tic images, particularly spatial and relational
constraints. We make multiple contributions
to initiate research on this task. First, we in-
troduce a novel dataset, Tell2Design (T2D),
which contains more than 80k floor plan de-
signs associated with natural language instruc-
tions. Second, we propose a Sequence-to-
Sequence model that can serve as a strong base-
line for future research. Third, we benchmark
this task with several text-conditional image
generation models. We conclude by conduct-
ing human evaluations on the generated sam-
ples and providing an analysis of human perfor-
mance. We hope our contributions will propel
the research on language-guided design gener-
ation forward1.

1 Introduction

Recently, text-conditional generative AI models
(Nichol et al., 2022; Saharia et al., 2022b; Ramesh
et al., 2022; Dhariwal and Nichol, 2021; Ho et al.,
2022) have demonstrated impressive results in gen-
erating high-fidelity images. Such models gen-
erally focus on understanding high-level visual
concepts from sentence-level descriptions, and the
generated images are valued for looking realistic
and being creative, thereby being more suitable
for generating artwork. However, besides less
constrained generation like artworks, generating
designs that meet various requirements specified

∗ Equal contribution † Most work done at NUS
1Code and dataset are available at https://github.com/

LengSicong/Tell2Design.
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Figure 1: A data sample from our Tell2Design dataset.

in natural languages is also much needed in prac-
tice (Stiny, 1980; Seneviratne et al., 2022; Zhang
et al., 2022; Wei et al., 2022). In particular, a de-
sign process always involves interaction between
users/clients, who define objectives, constraints,
and requirements that should be met, and design-
ers, who need to develop various solutions with
domain-specific experiences and knowledge. For
example, users may dictate their house design re-
quirements in text and expect expert architects to
perform the floor plan generation.

Previous research in layout generation aims to
automate the process of layout design in differ-
ent domains such as scientific documents, mobile
UIs, indoor scenes, etc (Zhong et al., 2019; Deka
et al., 2017; Song et al., 2015; Janoch et al., 2013;
Xiao et al., 2013; Silberman et al., 2012; Cao et al.,
2022; Wu et al., 2019). Most of them perform
the generation either based on several hand-crafted
constraints or by using unconstrained generation.
In practice, it can be more convenient for users to
indicate their preferences in natural language.

Among various design tasks, floor plan2 design,
as shown in Figure 1 is of moderate complex-
ity. However, it still intrinsically involves multiple
rounds of communications between clients and de-

2Architectural floor plans, i.e., interior building layouts,
are documents that indicate room types, room connections,
room sizes, etc. They play a crucial role while designing,
understanding, or remodeling indoor spaces (Liu et al., 2017).
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signers for specifying requirements, and requires a
high level of precision and alignment to detail. AI
systems that can learn to generate practically useful
floor plan designs directly from natural languages
will go a long way in reducing the protracted design
process and making Generative AI directly usable
for design by the end users.

To allow people without expertise to participate
and further enhance the design process, we aim
to enable users to design by “telling” instructions,
with a specific focus on the floor plan domain as
the initial area of research. This sets forth a new
machine learning task where the model learns to
generate floor plan designs directly from language
instructions. However, this task brings up two tech-
nical challenges. First, a floor plan is a structured
layout that needs three intrinsic components to be
valid: (1) Semantics, which describes the function-
ality of rooms (e.g., for living or bathing); (2) Ge-
ometry, which indicates the shape and dimension of
individual rooms; (3) Topology, which defines the
connectivity among different rooms (Pizarro et al.,
2022). Second, these instructions are expressed
in natural languages, which, besides the diversity
of expressions, inherently suffer from ambiguity,
misleading information, and missing descriptions
for intrinsic components.

To address the above challenges, we make multi-
ple contributions to initiate research on the task of
language-guided floor plan generation. First, we
contribute a novel dataset, Tell2Design (T2D), to
the research community. The T2D dataset contains
more than 80k real floor plans from residential
buildings. Each floor plan is associated with a set
of language instructions that describes the intrinsic
components of every room in a plan. An example
from the dataset is illustrated in Figure 1. Second,
we propose a Sequence-to-Sequence (Seq2Seq) ap-
proach as a solution to this task which also serves
as a strong baseline for future research. Our ap-
proach is strengthened by a new strategy to explic-
itly incorporate the floor plan boundary constraint
by transforming the outline into a box sequence.
Third, in order to benchmark this novel task and
evaluate our proposed approach, we implement
strong baselines in text-conditional image genera-
tion on our T2D dataset and ask humans to perform
the same task. The generation alignment with lan-
guage instructions is evaluated both quantitatively
and qualitatively. Finally, we discuss several future
directions that are worth exploring based on our

experimental results.
In summary, our main contributions are:

• We introduce a novel language-guided floor
plan generation task along with the T2D
dataset consisting of both natural human-
annotated and large-scale artificially generated
language instructions (Section 3).

• We propose a new approach that formulates
the floor plan generation task as a Seq2Seq
problem (Section 4).

• We provide adequate quantitative evaluations
on all baselines and qualitative analysis of hu-
man evaluations and performances (Section 5).

2 Related Work

Text-Conditioned Image Generation Image
generation is a well-studied problem, and the most
popular techniques have been applied for both un-
conditional image generation and text-conditional
settings. Early works apply auto-regressive models
(Mansimov et al., 2015), or train GANs (Xu et al.,
2018; Zhu et al., 2019; Tao et al., 2022; Zhang
et al., 2021; Ye et al., 2021) with publicly available
image captioning datasets to synthesize realistic im-
ages conditioned on sentence-level captions. Other
works have adopted the VQ-VAE technique (Van
Den Oord et al., 2017) to text-conditioned image
generation by concatenating sequences of text to-
kens with image tokens and feeding them into auto-
regressive transformers (Ramesh et al., 2021; Ding
et al., 2021; Aghajanyan et al., 2022). More re-
cently, some works have applied diffusion models
(Ho et al., 2020; Nichol and Dhariwal, 2021; Sa-
haria et al., 2022c; Dhariwal and Nichol, 2021; Ho
et al., 2022; Saharia et al., 2022a; Rombach et al.,
2022; Nichol et al., 2022; Saharia et al., 2022b;
Ramesh et al., 2022) and received wide success in
image generation, outperforming other approaches
in fidelity and diversity, without training instabil-
ity and mode collapse issues (Brock et al., 2018;
Dhariwal and Nichol, 2021; Ho et al., 2022). How-
ever, these models operate on extracting high-level
visual concepts from the short text and produce
artwork-like images that are expected to be realis-
tic and creative, thereby not suitable for generating
designs that must satisfy various user/client require-
ments.

Layout Generation Layout generation is es-
sentially a design process that requires meeting
domain-specific constraints, where the desirable
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layouts could be documents, natural scenes, mobile
phone UIs, and indoor scenes. For example, Pub-
LayNet (Zhong et al., 2019) is proposed to generate
machine-annotated scientific documents with five
different element categories text, title, figure, list,
and table. RICO (Deka et al., 2017) is introduced
to develop user interface designs for mobile appli-
cations, which contains button, toolbar, etc. SUN
RGB-D (Song et al., 2015) presents a combined
scene-understanding task, including indoor scenes
from three other datasets (Janoch et al., 2013; Xiao
et al., 2013; Silberman et al., 2012). Moreover,
ICVT (Cao et al., 2022) aims to produce adver-
tisement poster layouts automatically, where the
image background is given as input. The above
methods are designed for different layout domains
and cannot be directly applied to floor plan design.
Moreover, none of them has considered generating
the layout design directly from languages.

Floor Plan Generation Several methods have
been proposed to generate floor plan designs auto-
matically (Wu et al., 2018; Liu et al., 2013; Merrell
et al., 2010; Hua, 2016; Wu et al., 2019; Chen et al.,
2020; Chaillou, 2020). Most of these methods gen-
erate floor plans conditioned on certain constraints,
such as room types, adjacencies, and boundaries.
For example, Merrell et al. (2010) generate build-
ings with interior floor plans for computer graphics
applications using Bayesian networks without con-
sidering any human preferences. Liu et al. (2013)
present an interactive tool to generate desired floor
plan following a set of manually defined rules. Hua
(2016) particularly focus on generating floor plans
with irregular regions. Wu et al. (2018) cast the gen-
eration as a mixed integer quadratic programming
problem where some floor plan components are for-
mulated into a set of inequality constraints. More
recently, Wu et al. (2019) propose a CNN-based
method to determine the location of different rooms
given boundary images as a constraint. Chen et al.
(2020) provide a small amount of template-based
artificial verbal commands and manually parses
them to scene graphs for guiding the generation.

In summary, existing methods represent the in-
trinsic components of floor plans in several specific
formats as generation constraints. Some formats
are straightforward, such as boundary images, but
they only specify limited constraints and lead to
less controllable generation. Other formats, such as
scene graphs and inequalities, can incorporate more
information but require specific domain knowledge

and extra-human efforts in pre-processing. We in-
stead provide a unified and natural way of con-
ditioning the floor plan generation with a set of
language instructions that is much more flexible
and user-friendly to characterize floor plans with
various constraints.

3 Tell2Design Dataset

In this section, we introduce how we construct our
T2D dataset, followed by the data analysis and a
discussion of the main dataset challenges.

3.1 Task Definition

Given a set of language instructions describing a
floor plan’s intrinsic components, our aim is to gen-
erate reasonable 2D floor plan designs that comply
with the provided instructions.

Input & Output For each data sample, the input
is a set of natural language instructions that char-
acterize the key components of the corresponding
floor plan design, which include: (1) Semantics
specifies the type and functionality of each room.
For example, a room as Kitchen is for cooking.
(2) Geometry specifies the shape and dimension of
each room. For residential buildings, it involves the
room’s general orientation (e.g., the north, south,
northeast, southwest), area in square feet, aspect
ratio, etc. (3) Topology describes the relationships
among different rooms. It can be divided into three
categories: relative location, connectivity, and in-
clusion3. The desirable output is a structured in-
terior layout that aligns with the input language
instructions.

3.2 Floor Plan Collection

We use floor plans from RPLAN4 (Wu et al., 2019)
to construct our Tell2Design dataset. We remove
floor plans with rarely-appeared rooms and merge
similar room types such as Second Room and Guest
Room. As a result, 8 different room types (i.e.,
common room, bathroom, balcony, living room,
master room, kitchen, storage, and dining room)
and 80, 788 floor plans are selected for collecting
language instructions. Each floor plan is converted
into a 256×256 image where different pixel values

3As a result, language instructions specifying the above
features for a floor plan lead to a document-level description
in natural language. We compare the T2D dataset with several
document-level NLP datasets in Appendix B.

4http://staff.ustc.edu.cn/~fuxm/projects/
DeepLayout/index.html
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Human Artificial

Avg. # words per instance 200.30 260.47
Avg. # sent. per instance 11.89 23.46
Avg. # words per room 29.48 38.44
Avg. # sent. per room 1.75 3.46

Table 1: Language instruction statistics.

indicate different room types, from which we ex-
tract room-type labels and bounding boxes of each
room to construct our dataset.

3.3 Language Instruction Collection

Human Instructions To collect real human lan-
guage instructions, we hire crowdworkers from
Amazon Mechanical Turk (MTurk)5 and ask them
to write a set of instructions for each room accord-
ing to a given floor plan image. The requested
instructions should reflect the Semantic, Geometric,
and Topological information of the floor plan, such
that designers could ideally reproduce the floor
plan layout according to the instructions. In partic-
ular, turkers are encouraged to include (but are not
limited to) attributes such as room types, locations,
sides, and relationships in their instructions. The
definitions of these attributes are given as follows:
The room type (e.g., bathroom and kitchen)
specifies the functionality of a room. The room
location specifies the global location of a room in
the floor plan and can be described by phrases such
as “north side” and “southeastern corner”.
The room sides specify the length and width of a
room (e.g., “8 feet wide and 10 feet long”).
The room relationships specify the relative position
of a room with other rooms such as “next to”,
“between”, and “opposite” 6.

Due to the noisy nature of crowdsourcing anno-
tations, we discard some low-quality annotations
to ensure the overall quality of our datasets. To
this end, we manually review each annotation and
discard human instructions with: (1) incoherence,
grammatical errors; (2) insufficient attributes; or
(3) irrelevance to the given floor plan. As a re-
sult, we collect human instructions for 8, 220 floor
plans, and 5, 051 of them are finally accepted after

5https://www.mturk.com/
6To mimic the real-world scenarios, we do not provide

any bounding box information and ask crowdworkers to make
rough estimations of the room size from the given floor plan
image only. We also do not restrict the format of text de-
scriptions or require all the above attributes to be mentioned,
leading to unstructured and diverse instructions.

Restricted

Restricted

#1: Can we have a balcony? Can we have a balcony to be on the north side? It would be
great to have a balcony approx 50 sqft with an aspect ratio of 3 over 1. The balcony should
be next to the master room.
(complete information with structured expression)

Human Instructions:

Artificial Instructions:

#1: The balcony, located on the Eastern side of the unit, North of the bathroom, juts out
from the rest of the unit. It is 4‘ wide from West to East, and the entire balcony is located
Eastward of the Easternmost wall of the bedroom, common area, and bathroom. The
balcony spans 11’ from North to South, and its Northern wall is shared with the Southern
wall of the kitchen. The kitchen and balcony both jut out approximately 4‘ to the East of
the unit. (expression diversity)

#2: The balcony is located in the South after the master room. The room size is 10x4.
(ambiguity)

#3: The balcony is located in the North middle. (information missing)

Figure 2: Human instructions vs. artificial instructions.

manual assessment to construct our dataset7.

Artificial Instructions In addition to the human-
written instructions, we also generate language
instructions artificially for the remaining 75, 737
floor plans from pre-defined templates. To ensure
that the artificial instructions are as informative as
human-written ones and include all the required
components, we ask 5 educated volunteers with
natural language processing (NLP) backgrounds
to write language instructions for each room that
appeared in the given floor plan. We then summa-
rize their instructions into multiple templates and
ask expert architectural designers for proofreading.
Hence, each instruction template is ensured to be
informative, grammatically correct, and coherent.

In summary, our T2D dataset consists of 5, 051
human-annotated and 75, 737 artificially-generated
language instructions8.

3.4 Data Analysis
In this section, we analyze various aspects of
Tell2Design to provide a more comprehensive un-
derstanding of the dataset.

Language Instructions Table 1 shows the statis-
tics of the language instructions in our dataset.
For each floor plan, the human instructions are
organized in nearly 11 sentences consisting of 200
words on average. This includes around 30 words
used to describe each room in more than 2 sen-
tences. The artificially generated instructions fol-
low a similar pattern with slightly more words.

To show the connections and differences be-
tween human and artificial instructions, we com-

7Our human instruction collection involves 5, 109 different
workers with 1, 723 working hours, and each worker receives
full compensation in alignment with the established standards
of MTurk.

8More details on the language instruction collection can
be found in Appendix C.
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pare them for the same room type, Balcony, in
Figure 2. Artificial instructions always exhibit com-
plete information, including all three key compo-
nents of a floor plan. They are also formatted in a
structured expression, such as “on the ** side”,
“** sqft with an aspect ratio of **”, and
“next to”. However, human instructions are more
diverse in expression but suffer from ambiguity and
missing components.

Dataset Comparison In order to see our T2D
dataset in perspective, we note its main differences
with respect to other related datasets used for sim-
ilar generation tasks9. T2D differs from other
datasets in several perspectives: (1) T2D is the first
large-scale dataset that aims to generate designs
(i.e., floor plans) from direct user input natural lan-
guage; (2) T2D has much longer text annotations
(i.e., 256 words per instance) compared with other
text-conditional generation datasets; (3) All text in
T2D is written by humans or generated artificially,
instead of being crawled from the internet.

3.5 Dataset Challenges

In this section, we discuss three main challenges
of our collected T2D dataset. We hope this dataset
can facilitate the research on both design generation
and language understanding.

Design Generation under Constraints The first
challenge is to perform the design generation under
much stricter constraints compared with artwork-
like text-conditional image generation. Most works
in text-conditional image generation operate on
generating realistic and creative images that align
with the main visual concepts represented by the
short input text. However, creating a design from
languages has much stricter requirements on pre-
cision and alignment to text details. In particular,
the generated floor plan design should comply with
constraints such as room type, location, size, and
relationships, which are specified by users using
natural languages. Our main results in Section 5
comparing different baselines demonstrate that ex-
isting text-conditional image generation techniques
fail to follow detailed user requirements on this
design task.

Fuzzy & Entangled Information The second
challenge is to understand the big picture of the
entire floor plan from document-level unstructured
text with fuzzy and entangled information. Be-

9We provide detailed comparisons with tables in Ap-
pendix B.

sides the general abilities required for language
understanding, such as entity recognition, coref-
erence resolution, relation extraction, etc, mod-
els also need to collaborate with fuzzy individ-
ual room attributes and reason over entangled re-
lationships among different rooms to understand
the entire floor plan. Specifically, one language
instruction usually either specifies fuzzy descrip-
tions for a room’s Semantic and Geometric infor-
mation such as “on the north side” and “at
the southeast corner”, or indicates the relation-
ship of one specific room with others like “next
to” and “between”. The provided information in
such instructions is coarse and relative, rather than
complete and precise information like numerical
coordinates. As a result, to determine the location
of all rooms and design a reasonable floor plan,
models must collaborate with fuzzy and entangled
information residing in multiple instructions, and
incorporate the boundary information. Human eval-
uations in Section 5.4 demonstrate that room rela-
tionships described in language instructions are the
most challenging component to be understood and
aligned with.

Noisy Human Instructions The third challenge
comes from the ambiguous, incomplete, or mislead-
ing information in human instructions. As intro-
duced in Section 3.3, the artificial instructions are
template-based so that they always contain precise
and coherent information. However, for human-
written language instructions, ambiguous or noisy
information always exists. For example, during
human instruction collection, workers are asked to
write natural sentences estimating some numeric-
related attributes like room size and aspect ratio
referring to the floor plan image, which may some-
times be inaccurate. Moreover, as previously dis-
cussed in Figure 2, other than the expression di-
versity, human instructions also exhibit ambiguous
phrasing and incomplete information. It is thus
more challenging for models to retrieve accurate,
complete, and consistent information from human
instructions.

4 T2D Model

In this section, we propose a simple yet effective
method for language-guided floor plan generation.
Unlike existing floor plan generation methods (Wu
et al., 2019; Chen et al., 2020) that use a regres-
sion head to generate the bounding box of each
room one at a time, we cast the floor plan genera-
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tion task as a Seq2Seq problem under the encoder-
decoder framework, where room bounding boxes
are re-constructed into a structured target sequence.
This way, our method can easily deal with various
lengths of instructions for floor plans with different
numbers of rooms.

4.1 Target Sequence Construction
Recall that our aim is to generate a floor plan layout
from language instructions, where each room can
be represented by a room-type label (e.g., bathroom
and kitchen) and a bounding box. One bounding
box can be determined by four values (x, y, h, w),
which indicate the x and y coordinate of the center
point, height (h), and width (w), respectively. To
solve language-guided floor plan generation as a
Seq2Seq problem, we treat the instructions as the
input sequence and consider bounding boxes of
rooms as the target sequence. Specifically, each
of the continuous values (x, y, h, w) is discretized
into integers between [0, 255], and the room type
is given by the plain text in natural language, so
that they can be naturally represented as a sequence
of tokens. The target sequence is then constructed
by grouping the room type and the bounding box
together with certain special tokens. For example,
the target sequence for a Balcony with the bounding
box (87, 66, 18, 23) is given as follows:

[ Balcony | x coordinate = 87 | y coordi

nate = 66 | height = 18 | width = 23 ],

where the special tokens “[” and “]” are used to
indicate the start and end of the target sequence
for one room and “|” is used to separate different
target components. We have also added semantic
prefixes such as “x coordinate =” and “height
=” before the values of bounding boxes to assist the
target sequence generation. Finally, we concatenate
the target sequences of all the rooms in a floor plan
and add an <eos> token at the end to indicate the
end of the overall target sequence.

4.2 Boundary Information Incorporation
The outline/boundary of a floor plan is one of the
most important constraints in floor plan generation,
which directly affects where each room should be
placed and how different rooms should be aligned
with the floor plan boundary. However, it is non-
trivial to incorporate such boundary information
into floor plan generation. Previous methods either
fail to take the floor plan outline into account (Wu

Figure 3: An illustration of how to transform visual
floor plan boundaries into boxes.

et al., 2018; Liu et al., 2013; Merrell et al., 2010;
Hua, 2016; Chen et al., 2020) or only consider
the boundary image, ignoring all other constraints
(Wu et al., 2019; Chaillou, 2020), leading to less
controllable floor plan design.

In this work, we propose a novel approach to
incorporate boundary information by representing
the irregular outline as a set of boxes. The idea
is to encode the boundary information by an en-
closing box that is the minimum bounding region
containing the entire floor plan and several exte-
rior boxes that are inside the enclosing box but ex-
cluded from the floor plan. Figure 3 illustrate how
the floor plan boundary can be characterized by the
enclosing (in red) and exterior boxes (in yellow).
This way, we have an enclosing box represented
by (xen, yen, hen, wen) and M exterior boxes by
(xexi , yexi , hexi , wex

i ). Then we adopt a similar strat-
egy in Section 4.1 to represent the enclosing and
exterior boxes in a sequence as follows:

+ xen yen hen wen - xex1 yex1

hex1 wex
1 ... - xexM yexM hexM wex

M ,

where the coordinates of the enclosing and exterior
box are following the tokens “+” and “-”, respec-
tively.

Finally, the above sequence is added after the
input language instructions for training. Our ex-
perimental results in Section 5 show that the pro-
posed boundary information incorporation strategy
is effective in enhancing our Seq2Seq method to
generate valid rooms that align well with the floor
plan boundary.

4.3 Architecture, Objective and Inference

Treating the target sequences that we construct
from floor plans as a text sequence, we turn to re-
cent architectures and objective functions that have
been effective in Seq2Seq language modeling.
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Architecture We use the popular Transformer-
based (Vaswani et al., 2017) encoder-decoder struc-
ture to build our Seq2Seq model for floor plan gen-
eration. The model is initialized by a pre-trained
language model T5 (Raffel et al., 2020) for better
language understanding abilities10.

Objective Similar to language modeling, our
T2D model is trained to predict the next token,
given an input sequence and preceding tokens, with
a maximum likelihood objective function, i.e.,

max
θ

L∑

j=1

logPθ (ỹj | x,y1:j−1) , (1)

where x is a set of instructions in natural language
concatenated with the previously defined boundary
sequence, y is the target bounding box sequence,
and L is the target sequence length.

Inference At inference time, we sample11 to-
kens one by one from the model likelihood, i.e.,
P (ỹj | x,y1:j−1). The sequence generation ends
once the <eos> token is sampled, and it is straight-
forward to parse the target sequence into predicted
floor plans.

5 Experiments

5.1 Baselines
Since our T2D dataset is the first to consider
language-guided floor plan generation, existing lay-
out generation methods are not applicable to this
task. To further illustrate the challenge of the de-
sign generation task and the difference with the ex-
isting text-conditional image generation problem,
we adapt several state-of-the-art text-conditional
image generation methods as baselines for compar-
ison. In particular, we compare our method with
the following:

• Obj-GAN (Li et al., 2019) is an object-driven
attentive generative adversarial network that
follows a two-step generation process. We ap-
ply the first-step box generator module, which
takes the language as input and generates target
objects’ bounding boxes (with class labels).

10We have also tried other pre-trained language models
like Bart (Lewis et al., 2020), and preliminary experiments
indicate that initializing our model with T5 leads to better
performances.

11There are several common sampling strategies like Greedy
Search, Beam Search, and Nucleus Sampling (Holtzman et al.,
2019). We apply Greedy Search since it leads to better genera-
tion quality in our preliminary experiments.

• CogView (Ding et al., 2021) applies pre-trained
VQ-VAE to transform the target image into a
sequence of image tokens. Then the text and
image tokens are concatenated together and fed
to a Transformer decoder (i.e., GPT (Brown
et al., 2020; Radford et al., 2019)) to generate
text-conditional images.

• Imagen (Saharia et al., 2022b) is one of the
state-of-the-art text-to-image generation mod-
els that build upon both large language models
(e.g., T5) for text understanding and diffusion
models for high-fidelity image generation.

5.2 Experimental Settings

Model Training For model training, we consider
a Warm-up + Fine-tuning pipeline (Goyal et al.,
2017), where the model is first warmed up on
75, 737 artificial instructions, and then fine-tuned
on 2, 743 human instructions. To evaluate how
floor plan generation methods generalize to unseen
instructions, we use the remaining 2, 308 human
instructions as the test set, such that there is no
overlapping between annotators of the training set
and the test set12.

Evaluation Metrics For testing, we use macro
and micro Intersection over Union (IoU) scores
between the ground-truth (GT) and generated floor
plans at pixel level as the evaluation metrics, whose
definitions are given as follows:

Micro IoU =

∑R
r=1 Ir∑R
r=1 Ur

,Macro IoU =
1

R

R∑

r=1

Ir
Ur

,

where the Ir and Ur, respectively, denote the inter-
section and union of the ground-truth and predicted
rooms labeled as the r-th room type in a floor plan.
R is the total number of room types. Macro IoU
calculates the average IoU over different types of
rooms, and Micro IoU calculates the global IoU by
aggregating all rooms.

Since Obj-GAN and our T2D model generate
bounding boxes rather than images, we use a simple
strategy to transform the outputs of Obj-GAN and
the T2D model into images without any further
refinement for a fair comparison. Specifically, we
paint each room in descending order in terms of the
total area of the room type13 and different colors

12We provide more implementation details in Appendix A.
13Total area of the room type is computed by adding up the

specific room type area across all floor plans in our dataset.
This gives us the following order: living room, common room,
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Models Micro IoU Macro IoU

Training on artificial instructions only

Obj-GAN 15.74 11.12
CogView 10.01 8.31
Imagen 14.74 15.57
T2D (w/o bd) 6.46 4.01
T2D 9.13 6.06

Training on human instructions only

Obj-GAN 10.72 8.29
CogView 13.48 11.26
Imagen 9.29 6.64
T2D (w/o bd) 32.22 26.24
T2D 42.93 38.48

Warm up on artificial + fine-tune on human

Obj-GAN 10.68 8.44
CogView 13.30 11.43
Imagen 12.17 14.96
T2D (w/o bd) 35.95 29.95
T2D 54.34 53.30

Table 2: IoU scores between ground-truth and generated
floor plans for the T2D model and other baselines.

refer to different room types. Previous colors will
be replaced by the subsequent paintings if there is
an overlapping between bounding boxes (rooms).
For image-based approaches (e.g., CogView and
Imagen), we compute the maximized IoU scores by
shifting the floor plan central point in the generated
image.

5.3 Main Results

Table 2 shows the floor plan generation results on
the T2D dataset, where T2D (w/o bd) indicates
the T2D model without incorporating boundary
information14. The T2D model achieves the high-
est IoU scores with a micro IoU of 54.34 and a
macro IoU of 53.30, outperforming other baselines
by a large margin. These can be attributed to our
Seq2Seq model in controlling the target box se-
quence generation based on salient information
extracted from language instructions. In contrast,
text-conditional image generation methods fail to
perform well. This is probably because those mod-
els are designed to generate artwork-like images
with high-level visual concepts from the short text,
instead of following multiple instructions with var-
ious constraints for a specific design.

master room, balcony, bathroom, kitchen, storage, dining
room.

14We provide baseline generation samples in Appendix D.

Alignment GT ratings T2D ratings

Room type 4.99 4.71
Room location 4.86 3.67
Room size 4.75 3.89
Relationships 4.89 3.65

Meet all % 85% 38%

Table 3: Human evaluation results.

When training only on artificial instructions
while testing on human-written ones, our method
cannot perform well. This indicates there is a lan-
guage distribution gap between artificial and human
instructions. Nevertheless, when artificial instruc-
tions are used for warming up before training on
human instructions, the performance of our method
is significantly improved with over 10 IoU scores
increment. This suggests that despite the language
gap, artificial and human instructions are mutually
beneficial data portions during training.

In addition, in all the training settings, repre-
senting the floor plan boundary as a sequence of
boxes consistently improves the performance of
our Seq2Seq approach. This demonstrates that this
strategy could be one of the possible solutions to
incorporate the floor plan boundary.

5.4 Result Analysis

It is worth noting that the quantitative results indi-
rectly evaluate how well the generated floor plans
align with the language instructions since IoU
scores essentially measure the overlap between gen-
erated and ground-truth floor plan layouts. Due to
the complexity of our task, it is possible for the
same language instruction to map to multiple floor
plan designs. Therefore, a low IoU score does not
necessarily mean a bad generation.

Human Evaluations To directly evaluate the
alignment between generated floor plans and lan-
guage instructions, we conduct human evaluations
on a subset of the T2D test set, which consists
of 100 randomly sampled instructions written by
different annotators. For this purpose, we invite
5 volunteers with NLP backgrounds to evaluate
the degree of alignment between source language
instructions and target floor plans.

Specifically, we consider four partial alignment
criteria in terms of room types, locations, sizes, and
relationships. Each volunteer is asked to provide
four ratings on a scale of 1 to 5, according to the
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Models Micro IoU Macro IoU

T2D 55.10 55.16
Human 64.67 62.32

Table 4: The T2D model vs. human performance.

above-mentioned alignment criteria, respectively15.
Besides, we also consider global alignment and ask
our volunteers to justify whether the generated floor
plan meets all the specifications in the instructions.
We perform the above subjective evaluations for
both T2D-generated and ground-truth floor plan
designs.

Table 3 shows the human evaluation results. As
can be seen, ground-truth floor plans get high rat-
ings for all the partial alignment criteria, and 85%
of them meet all the requirements specified in the
instructions. This indicates our dataset contains
high-quality human instructions that align well
with the ground-truth floor plan designs. On the
other hand, our T2D model receives no rating less
than 3.5, indicating that at least 50% rooms with
respect to their locations, sizes, and relationships
can be correctly predicted. However, our method
still has a gap with ground truth designs, especially
in room location and relationships, which indicates
the potential for improvements.

Human Performance To study human perfor-
mance on the T2D task, we further ask our volun-
teers to design floor plans on 100 instances of the
same subset used for human evaluations16. Table 4
reports the IoU scores for our T2D model and hu-
man performance. Humans generally achieve bet-
ter IoU scores. However, even if human-generated
floor plans intrinsically have much better alignment
with the instructions, they only obtain around 63%
IoU scores with the ground truths. This exposes
the nature of design diversity, i.e., a set of language
instructions can map to multiple plausible floor
plan designs. Figure 4 provides a real example
that both our method and humans follow the same
instructions17 but generate different floor plans.

15For example, a rating of r with respect to room locations
indicates that (r − 1)× 20% to r × 20% rooms in the floor
plan follow their location specifications in the instructions.

16Specifically, volunteers are asked to draw a bounding box
for each room, given the floor plan outline and the language
instructions.

17The language instructions for this sample are shown in
Figure 10 in Appendix D.

Restricted

Restricted

Tell2Design Ground Truth Human

Living
Room

Common
Room

Kitchen Bath
Room

Master
Room

Balcony

Figure 4: Floor plan layouts from our T2D model, the
ground-truth, and human annotators based on the same
language instructions. Although all of them satisfy the
given instructions, they are different in detail, especially
for the upper right corner of the floor plan.

6 Future Research

In the future, the following directions may be worth
exploring to promote the performance or extend our
task: (1) How to build robust language understand-
ing models that can adapt to the presence of noise in
human instructions or even locate and refine poten-
tially inconsistent information? (2) How to explic-
itly incorporate the nature of design diversity and
develop techniques for diverse floor plan design?
(3) How to extend the language-guided floor plan
generation task to more domains or more practical
but challenging scenarios, where designs should be
refined according to feedback from users/clients?

7 Conclusion

In this paper, we initiate the research of a novel
language-guided design generation task, with a spe-
cific focus on the floor plan domain as a start. We
formulate it as language-guided floor plan genera-
tion and introduce Tell2Design (T2D), a large-scale
dataset that features floor plans with natural lan-
guage instructions in describing user preferences.
We propose a Seq2Seq model as a strong baseline
and compare it with several text-conditional image
generation models. Experimental results demon-
strate that the design generation task brings up sev-
eral challenges and is not well-solved by existing
text-conditional image generation techniques. Hu-
man evaluations assessing the degree of alignment
between text and design, along with the human per-
formance on the task, expose the challenge of un-
derstanding fuzzy and entangled information, and
the nature of design diversity in our task. We hope
this paper will serve as a foundation and propel
future research on the task of the language-guided
design generation.
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Limitations

The proposed T2D dataset has several limitations,
which could be addressed in future work. First, it
only considers and collects language instructions
for the floor plan domain. Future work could ex-
tend this language-guided design generation task to
other design domains such as documents, mobile
UIs, etc. Second, it is limited in the scope of lan-
guages where we only collect instructions written
in English. Future work could assess the gener-
alizability of the T2D dataset to other languages.
Third, although generating floor plan designs from
languages exhibit diversity, we do not consider im-
proving generation diversity at this moment. Fu-
ture works could consider building frameworks that
specifically aim at design diversity.

Ethics Statement

In this section, we discuss the main ethical consid-
erations of Tell2Design (T2D): (1) Intellectual prop-
erty protection. The floor plans of the T2D dataset
are from the RPLAN (Wu et al., 2019) dataset. Our
dataset should be only used for research purposes.
(2) Privacy. The floor plan data sources are pub-
licly available datasets, where private data from
users and floor plans have been removed. Lan-
guage instructions are either generated artificially
or collected from Amazon Mechanical Turk, a legit-
imate crowd-sourcing service, and do not contain
any personal information. (3) Compensation. Dur-
ing the language instruction collection, the salary
for annotating each floor plan is determined by the
instruction quality and Mturk labor compensation
standard.
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A Implementation Details

T2D Parameters In practice, we initialize all
weights of our proposed baseline method from T5-
base18. In training, we use Adam (Kingma and Ba,
2014) with β1 = 0.9, β2 = 0.999, ϵ = 1e − 08
to update the model parameters. We fine-tune our
model on 3 RTX 8000 GPUs with batch size 12
and learning rate 5e− 4 for 20 epochs.

18https://huggingface.co/t5-base

Baseline Implementation For the mentioned
baselines, only Obj-GAN and CogView are open-
sourced. Therefore, we adapt and implement the
models from their official GitHub repositories19.
However, as Imagen’s source codes are not pub-
lished, we implement it from the most starred
GitHub repository20 (i.e., 5.9k stars until writing
this paper) and adapt it to our T2D dataset. We
use the process floor plan images in Graph2Plan
(Hu et al., 2020) for training. Although all base-
lines have provided pre-trained checkpoints for
fine-tuning, our preliminary experiments indicate
that training those baselines from scratch on the
T2D dataset will obtain better performances. One
most probable reason is the huge discrepancy be-
tween the data distributions of the baseline pre-
training corpus and our T2D dataset. Those base-
line checkpoints are mostly trained with real-life
images with various objects and backgrounds. But
our T2D dataset only focuses on the floor plan do-
main.

Specifically, for Obj-GAN, we adopt and freeze
the pre-trained text encoder, and train the rest of
the networks (e.g., LSTMs) from scratch. For
CogView, we freeze the pre-trained VQ-VAE and
initialized the main backbone, decoder-only trans-
former, from GPT (Radford et al., 2019; Brown
et al., 2020). During training, only the parameters
of the transformer backbone will be updated. For
Imagen, we import the T5-large model’s encoder
from Hugging Face for text encoding and freeze
all its parameters during training. The rest U-nets
for diffusion will be updated according to the loss
propagation.

B Dataset Analysis

Floor Plan Statistics As shown in Tabel 5 and
Figure 5, we present the statistics on the occurrence
of each room type and the number of rooms per
floor plan. There are 8 types of rooms in total.
More than 92% of floor plans include at least 6
distinct rooms, and the most frequent room types
are Common Room, Bathroom, Balcony, Living
Room, Master Room, and Kitchen.

Dataset Comparison As shown in Table 8, com-
pared with other-related layout generation datasets,
our T2D dataset is the first to have language anno-
tations and aims to generate layout designs directly

19https://github.com/jamesli1618/Obj-GAN; https:
//github.com/THUDM/CogView

20https://github.com/lucidrains/imagen-pytorch
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Room type #Floor plan

CommonRoom 100,847
Bathroom 97,113
Balcony 86,545
LivingRoom 80,788
MasterRoom 80,466
Kitchen 77,768
Storage 3,351
DiningRoom 1,312

Table 5: Room type occurrences in the T2D dataset.
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Figure 5: Number of floor plans vs. number of rooms
per floor plan in the T2D dataset.

from languages. Since generating floor plan de-
signs from language instructions can be naturally
formulated into a text-conditional image generation
problem, we compare our dataset with two bench-
marking text-conditional image generation datasets
in Table 6. We observe that our dataset is with
a similar number of images with MSCOCO and
Flickr30K but contains far longer text annotation
for each image (i.e.T2D has 256 words on average
describing each floor plan image). Moreover, as a
set of language instructions for a floor plan results
in a document-level text description, we compare
our dataset with other document-level NLP datasets
in Table 7. We hope that our dataset can also pro-
pel the research on document-level language un-
derstanding. It is shown that our dataset has a
comparable total number of samples and words
with the largest DocRED(Yao et al., 2019). More
importantly, our “documents" are either human-
annotated or artificially generated, instead of being
crawled from the internet.

Dataset # Img. Avg. # Words

MS COCO 82,783 11.3
Flickr30K 31,000 11.8
T2D (ours) 80,788 256.7

Table 6: Comparisons between our T2D dataset and
text-conditional image generation datasets.

Dataset # Doc. # Word # Sent.

SCIERC 500 60755 2217
BC5CDR 1,500 282k 11,089
DocRED (Human) 5,053 1,002k 40,276
DocRED (Distantly) 101,873 21,368k 828,115
T2D (Human) 5,051 1,011k 60.057
T2D (Artificial) 75,737 19,727k 1,776k

Table 7: Comparisons between our T2D dataset and
document-level NLP datasets.

C Dataset Collection Details

Human instruction We employ Amazon Me-
chanical Turk (MTurk)21 to let annotators write
language instructions for a given RGB 2D floor
plan. Amazon considers this web service "artificial
intelligence," and it is applied in various fields, in-
cluding data annotation, survey participation, con-
tent moderation, and more. The global workforce
(called "turkers" in the lingo) is invited for a small
reward to work on "Human Intelligence Tasks"
(HITs), created from an XML description of the
task from business companies or individual spon-
sors (called "requesters"). HITs can display a wide
variety of content (e.g., text and images) and pro-
vide many APIs, e.g., buttons, checkboxes, and
input fields for free text. In our case, turkers are
required to fill the blank input fields in HITs with
language instructions for each room, following our
guidelines. A screenshot of one of our HITs is dis-
played in Figure 6. We also show a full example of
human instructions in Figure 7.

Artificial Instruction The artificial instructions
in our T2D dataset are generated from scripts with
several pre-defined templates. We carefully select
volunteers with natural language processing back-
grounds for drafting templates. Before participat-
ing in the annotation process, each annotator was
required to undergo a qualification round consisting
of a series of test annotations. We illustrate how we
generate an instruction to describe one room’s as-

21https://www.mturk.com/
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Figure 6: A screenshot of our HITs GUI.
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Dataset Domain Basic objects Object annotations Other annotations

PubLayNet scientific documents {text,title,figure,...} bounding boxes None
RICO mobile UIs {button,tool bar,...} bounding boxes,interactions animations,hierarchies
SUB RGB-D 3D indoor scenes {chair,table,pillow,...} bounding boxes 2D&3D polygons
ICVT poster designs {text,logo,...} bounding boxes,substrates background images
T2D (ours) floor plans {kitchen,balcony,...} bounding boxes language instructions

Table 8: Comparisons between our T2D dataset and other layout generation datasets.Restricted

Restricted

Balcony one is located at the northwestern point of the floorplan. It is approximately 50 square feet in size. It can be accessed through the kitchen, bathroom and
common room 2.

Balcony 2 is located in the most southern point of the floorplan, just east of the master room. It is roughly 12 feet in length and five feet in width. Access points
include the livingroom and master room.

The bathroom is located south of the kitchen. It can be accessed through the east wall of the livingroom, as well as the southern kitchen wall. Common room 2 has
acess to the bathroom through its eastern wall. It is the smallest room in the floorplan. At approximately 25 square feet in size, it is just a bit smaller than balcony 1
and half the size of balcony 2.

Common room one is located on the western portion of the floor plan. It can be accessed through common room 2 at the north, the master room at the south and the
livingroom from the east. Common room one is about 100 square feet, 10 feet in length and 10 feet in width, making it the second largest room in the floor plan.

Commmon room 2 is just a bit smaller than Common room 1, approximately 90 square feet. It is located just north of Common room 1, with access points including
the bathroom at the northeast, balcony at the north, and livingroom at the east.

The kitchen is located in the most northern point of the floorplan. It is roughly 50 square feet, 10 feet in length and 5 feet in width. The bathroom can be accessed at
the southern point of the kitchen, the first balcony toward the western kitchen wall and the livingroom at the eastern wall. The kitchen is relatively closest in size to
the balconies.

The livingroom is located in the northeastern portion of the floorplan. It is entered through the front entry door, and is approximately 480 square feet. The bathroom,
kitchen, common rooms one and two, the master bedroom and second balcony can all be accessed through the livingroom.

The master room is located in the southern end of the floorplan. It is roughly 200 square feet, 10 feet in width and 20 feet in length. The second balcony, livingroom
and common room one can be accessed through the master room. The master room is about the size of the two common rooms combined.

Human Instruction Example:

Figure 7: An example of human-written language instructions from the T2D dataset.

pect ratio in Figure 8. We also show a full example
of artificial instructions in Figure 9.

D Baseline Generation Samples

To better understand and compare different base-
lines, we provide a case study of generated samples
for the same language instructions from all base-
lines shown in Figure 10. Obj-GAN (Li et al.,
2019) has difficulties in capturing salient informa-
tion from the given language instructions, result-
ing in generating rooms with incorrect attributes
and relationships. One possible reason could be
that it does not utilize any pre-trained large lan-
guage model and thus suffers from understanding
the given document-level instructions. CogView
(Ding et al., 2021) instead auto-regressively gen-
erates the image tokens conditioned on all input
instructions with a pre-trained GPT as the back-
bone. However, the image tokens sampled near the
end of the generation show confusing information,
resulting in an incomplete design. This is probably
because presenting the whole floor plan design as
a sequence of image tokens hinders the potential
connections among different elements in the floor

plan. Imagen (Saharia et al., 2022b) exhibits its
strong ability to generate realistic images in the tar-
get domain. However, it also fails to meet various
design requirements specified in language instruc-
tions, indicating its limitation for design generation
under multiple stricter constraints.
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Restricted

Restricted

"Make the aspect ratio of {room.type} "
"The aspect ratio of {room.type} should be "
"I would like to have the aspect ratio of {room.type} "
"Can you make the aspect ratio of {room.type} "
"Can we have the aspect ratio of {room.type} to be "
"It would be great to have the aspect ratio 
of {room.type} "

"about"
"around"
"approx"

“{room.aspect_ratio}"

Instruction Backbone Approximate 
Phrase

Values

+ +

Figure 8: Illustration on generating artificial instructions describing room’s aspect ratio.

Restricted

Restricted

It would be good to have a common room . I would like to place common room at the north side of the apartment. The common room should be around 200 sqft
with the aspect ratio of 3 over 4. The common room should have an en-suite bathroom. The common room should be next to the bathroom, kitchen, balcony.

The bathroom should be considered. Place bathroom at the south side of the apartment. Make bathroom around 50 sqft with the aspect ratio of 7 over 8. The
bathroom can be used by guest. The bathroom connects to the common room, master room, living room.

Make a kitchen . The kitchen should be at the south side of the apartment. Make kitchen approx 50 sqft with the aspect ratio of 7 over 4. The kitchen attaches to the
common room, balcony, master room, living room.

Can you make a balcony ? I would like to place balcony at the south side of the apartment. Can you make balcony around 50 sqft with the aspect ratio of 5 over 2?
The balcony is private. The balcony connects to the common room, kitchen, master room.

The master room should be considered. The master room should be at the south side of the apartment. Make master room approx 150 sqft with the aspect ratio of 4
over 5. The master room should have an en-suite bathroom. The master room should be next to the bathroom, kitchen, balcony.

It would be great to have a living room . Make living room around 650 sqft with the aspect ratio of 1 over 2.

Artificial Instruction Example:

Figure 9: An example of artificially-generated language instructions from the T2D dataset.

Restricted

Restricted

Obj-GAN CogView Imagen Ground Truth

Human Instructions:
The north side of this home is not complete without the balcony. Access to the approximately 16 sq ft area can be made through the living room or
through the common room beside it.
Bathroom 1 is in the eastern section of the home. It is located next to the living room and is approximately 15 sq ft.
The larger of the two, Bathroom 2, is approximately 30 sq ft. It is between the master bedroom and common area 2, along the western side of the
house.
Common room 1 occupies the northeast corner of the property. At roughly 80 sq ft it is conveniently located next to the balcony.
Common room 2 is nearly 100 sq ft. Occupying the northwest corner, it is easily accessible from the kitchen beside it, or the shared access from the
living area.
The kitchen is positioned on the north side of the house, between the living room and second common area. It measures about 50 sq ft.
The living room is conveniently located in the southeast corner of the home. It spans approximately 250 sq ft while offering access to almost every
room in the house.
Located in the southwest corner of the home is the master bedroom. This space is approximately 120 sq ft and is positioned next to the living room.

Tell2Design

Figure 10: Generated samples from different baselines according to the same human-written language instructions.
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