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Abstract

Current neural semantic parsers mostly take
supervised approaches, which require a consid-
erable amount of expensive training data. As
a result, minimizing supervision requirements
has been one of the key challenges in semantic
parsing. In this paper, we propose a Retrieval
as Ambiguous Supervision framework, which
can effectively collect high-coverage ambigu-
ous supervisions (i.e., the parse candidates of
an utterance) via a pre-trained language models-
based retrieval system. Then, by assuming can-
didates will contain the correct ones, the zero-
shot task can be converted into an ambiguously
supervised task. To improve the precision and
coverage of such ambiguous supervision, we
propose a confidence-driven self-training algo-
rithm, in which a semantic parser is learned and
exploited to disambiguate candidates iteratively.
Experimental results show that our approach
significantly outperforms the state-of-the-art
zero-shot semantic parsing methods.

1 Introduction

Semantic parsing aims to map natural language
sentences into computer-understandable meaning
representations(MRs), which has attracted substan-
tial attention for many years (Wong and Mooney,
2007; Kate et al., 2005; Lu et al., 2008; Dong and
Lapata, 2016). Nowadays, neural network methods
have become the mainstream for semantic pars-
ing. Since neural semantic parsers are limited to
the patterns observed in the training data, a large
number of annotated data is required. However, an-
notating utterances with detailed, correct meaning
representations is a difficult and time-consuming
task, which relies on expert knowledge about MRs.

Recent studies in semantic parsing try to employ
pre-trained language models (PLMs) to alleviate
the problem of data insufficiency. Shin et al. (2021);
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Figure 1: The top-k accuracies of the retrieved MRs
by PLMs-based retriever on the eight domains in
OVERNIGHT. We can see that the retrieved results have
high top-k accuracy but low precision.

Wu et al. (2021); Schucher et al. (2022) reformu-
late semantic parsing as constrained paraphrasing
generation, where paraphrasing generation is mod-
eled by PLMs. To eliminate the need for human-
annotated data, Xu et al. (2020) employ PLMs to
paraphrase repeatedly and obtain millions of data.
However, these methods still rely on lots of detailed
annotated data or heavy data synthesis.

In this paper, we propose a Retrieval as Ambigu-
ous Supervision (RaAS) framework for zero-shot
semantic parsing, which is simple and effective. In
the RaAS framework, we make full use of a PLMs-
based retriever to return high-coverage candidates,
and then convert zero-shot semantic parsing into
ambiguously supervised semantic parsing'. As pre-
vious work found, sentence similarity and PLMs
can provide effective candidates: Herzig and Be-
rant (2019) use sentence similarity scores and Be-
lyy et al. (2022) use PLMs to provide candidates for
manual annotation, and PLMs-based paraphrasing
models can provide parsing results with consider-

'Tn ambiguous supervision (Kate and Mooney, 2007; Kim
and Mooney, 2010), where each sentence is annotated with
multiple potential meaning representations and the correct
ones are within them. Strictly speaking, our setting is approxi-
mate ambiguous supervision or noisy ambiguous supervision.
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able top-20 accuracy (Wu et al., 2021). Thus, we
propose an effective PLMs-based retrieval system
to retrieve MRs from the collected MRs datastore,
and select the top-k MRs as ambiguous supervi-
sion signals, in which we suppose there is at least
one true meaning representation. Then, we em-
ploy a self-training protocol that exploits the se-
quences modeling ability of semantic parsers to im-
prove the coverage and precision of candidates. In
our approach, semantic parsers are learned and ex-
ploited to supplement candidates and disambiguate
the MRs iteratively.

Without any supervision, our PLMs-based re-
trieval system can provide discriminative supervi-
sion signals. In our retrieval system, the MRs datas-
tore is built by sampling MRs under a limited depth
and preserving the valid ones. Following previous
work (Berant and Liang, 2014; Cao et al., 2020),
we canonicalize the MRs for scoring. The sentence
similarity scores between the query and canonical
utterances are calculated by PLMs to retrieve MR
candidates. As shown in Fig 1, the retrieval results
of PLMs have high top-k accuracy. In all domains
of OVERNIGHT, the average top-20 accuracy can
reach 95.3% but the average top-1 accuracy is only
59.5%. We assume that the retrieval results can
provide sufficient ambiguous supervision, of which
the precision and coverage can be further improved
by SEQ2SEQ models.

To further improve the precision and coverage
of the above ambiguous supervision, we propose
a confidence-driven self-training algorithm. Our
learning method iterates between two stages: 1)
Train the semantic parser from the high confidence
instances; 2) Expand candidate sets and update
the confidence weights of candidates based on the
current parser.

In summary, our main contributions are:

* We propose the Retrieval as Ambiguous Su-
pervision framework, which can exploit the
prior knowledge of PLMs and the sequences
modeling ability of semantic parsers simulta-
neously.

* We design a confidence-driven self-training
algorithm on retrieval, which can improve the
precision and coverage of ambiguous supervi-
sion.

» Experiments on three standard datasets show
that our approach significantly outperforms
previous zero-shot semantic parsing methods.

2 Retrieval as Ambiguous Supervision
Framework

We propose Retrieval as Ambiguous Supervision
framework, which treats the retrieval results as am-
biguous supervision signals (Fig. 2). First, for
each sentence, we use a pre-trained model to pro-
vide reliable meaning representation candidates, in
which we assume that at least one is correct. So
the zero-shot semantic parsing is converted into an
ambiguous supervision task. Then we propose a
confidence-driven self-training algorithm, in which
high-confidence instances from the candidates are
used to train the semantic parser and in turn the
semantic parser is exploited to supplement and dis-
ambiguate the candidates. This process is iterative.

2.1 PLMs-based MRs Retrieval System

In order to make better use of the PLMs to retrieve
semantic parsing candidates, we first use the pro-
duction rules of meaning representations and the
constraints of knowledge base to build the retrieval
datastore D. Then, given a query sentence z, the
pre-trained language models are used to calculate
the retrieval score for each MR y in D. The top-k
retrieval results form the candidate sets U, which
are viewed as ambiguous supervision signals.

2.1.1 MRs Collecting

For each domain, we use the context free grammar
(CFQG) of the corresponding semantic formalism.
We randomly expand the production rules of CFG
to sample a large number of meaning representa-
tions Y. To make full use of the knowledge con-
straints of the knowledge base, we only preserve
the executable meaning representations Y.
Following previous work (Jia and Liang, 2016;
Xu et al., 2020), through synchronous grammar, we
also produce canonical utterances, which are the
pseudo-language representations of MRs. Finally,
we collect accessible meaning representation and
canonical utterance pairs (y, z) to build retrieval

datastore D = {(y1, 21) , (Y2, 22) -5 (Yn, 2n) }-

2.1.2 PLMs-based Retriever

Following previous studies (Su and Yan, 2017; Cao
et al., 2020; Wu et al., 2021), we first use canonical
utterances to calculate retrieval scores. Canonical
utterances can be viewed as sub-language represen-
tations of MRs. There is a one-to-one mapping be-
tween them. Formally, each MR y can be mapped
to its cannonical utterance z by synchronous gr-
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Figure 2: Our Retrieval as Ambiguous Supervision framework. The blue, red and yellow lines represent sentences, meaning
representations and canonical utterances respectively. Green dots indicate the weights of the paired sentence and canonical
utterance instances. The TS5 model is fixed, only the soft prompt (pink parts) is fine-tuned.

Query Utterance:
‘ Which player had the same amount of assist as Kobe Bryant ‘

Retrieval:

#1 x Score: 0.9390689

Number of assist of player Kobe

property (property (kobe, reverse (player )), num_assists )

#2 V Score: 0.9367738

Player whose number of assist is number of assist of player Kobe
property (( A s (filter (s, num_assists = property (property (kobe ,
reverse (player )), num_assists )))), player )

#3 x Score: 0.9365325

Number of assist of player Kobe whose season is 2004

property (filter (property (kobe, reverse ( player )), season =
2004 ), num_assists )

Figure 3: An example of the retrieval results from our
PLMs-based retriever.

mmar. We use z to compute the retrieval score
Ty

Given a query sentence x, we can calculate the
cos similarity of  and each canonical utterance
zin D by cos(h(x), h(z)) with the PLM encoder
h. The encoder has been pre-trained on large-scale
public datasets in advance and has not touched
any canonical utterances. We normalize the cos
similarities to calculate the scores:

cos(h(z),h(z))/7
CERTED A

e

cos
Z (y',2"YeD e

scoren(x,z) =

, in which 7 is the temperature parame-
ter. The initial confidence scores are obtained
from the similarities: 7,, = scorep(z,z2).
We keep the top-k retrieval results U, =
[{y1,21), (Y2, 22) s ..., (Yk, 2k)] and their corre-
sponding scores for later ambiguous learning. In
our practice, k is set to 20.

Although the retrieval system can provide dis-
criminative supervision signals, the coverage and

precision of MR candidates should be further re-
fined. As shown in the example of Fig 3, the re-
trieval system pays more attention to the relevance
and confuses the highly relevant utterances. In this
example, the related words ‘player’, ‘amount’, ‘as-
sist’ and ‘Kobe’ all appear in the first and second
candidates, but the meanings of the correct MR #2
and #1 are very different. This demonstrates that
the retrieval model does not have enough under-
standing of their accurate semantics. However, it
still provides a good initialization of candidates and
confidence scores, which can be further refined by
more accurate SEQ2SEQ modeling.

2.2 Self-training on Retrieval

As mentioned above, after obtaining the ambiguous
supervision signals U, for each given input z and
their corresponding initial confidence scores r, we
propose a confidence-driven self-training protocol
to improve the coverage and precision of candidates
with SEQ2SEQ modeling. Our self-training algo-
rithm operates in an EM-like manner, iterating be-
tween two stages: 1) Train a semantic parser from
the candidates based on their confidence scores. 2)
Exploit the current parser to expand the candidates
and re-estimate their confidence scores;

In our self-training protocol, the Seq2Seq parser
with semantic mapping ability is fed with reliable
guidance from high-confidence instances, to de-
noise the supervision of relevant instances itera-
tively. As shown in Fig 4, after self-training itera-
tions, the parser learns that “Which player’ maps
to ‘player’ rather than ‘number’ and re-estimates
the confidence scores to raise the ranking of the
correct MR consequently. Thus the quality of su-
pervision signals can be improved in such iterative
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Query Utterance:
[ Which player is not point guard |

Retrieval:

Player whose position is not poin i i
guard ! !
} train |

Query Utterana?: ' Semantic
How many assists kob bryant ! Parser
made over a season :

Retrieval:

3 F 1 I reestimate
Retrieval:

‘ Number of assist of player Kobe ‘ i i
Player whose number of assist is i i
number of assist of player Kobe i i
Number of assist of player Kobe | 1 i
whose season is 2004 ' '

Figure 4: As mentioned above, the retrieval system pays
more attention to the relevance, which confuses highly
relevant utterances. After self-training iterations, the
parser trained on high-confidence instances learns that
‘Which player’ queries ‘player’ rather than ‘number’
and improves the ranking of the correct answer.

Number of assists over a season
of player kobe bryant

Query Utterance:

Which player had the same
amount of assist as Kobe Bryant

re-estimation, which continually produces better
parsers.

2.2.1 Prompt-based Semantic Parsers

As shown in previous work (Lester et al., 2021;
Schucher et al., 2022), the prompt tuning is suitable
for solving the overfitting problem in low resource
settings. Following them, we use T5(Raffel et al.,
2020) as the base model, and set the prompt length
to 150.

Given a tokenized utterance = = [z1, Z2, ..., Tp),
T5 encodes z into E, € R" ¢, where ¢ is
the dimension of the embedding space. The
soft prompt is represented as a parameter 6, =
[P1; Po;...; P,] € RY*¢, in which v is the length
of the prompt. The soft prompt is prepended to the
input embeddings as [6,; E,], which is provided
to the language model. During prompt tuning, we
only optimize 6, and fix the model parameters and
the pre-trained vocabulary embeddings of T5.

Before self-training iterations (in Iter0), we use
the top-1 of the retrieval results U, as supervision
signals to initialize the semantic parsing model.

2.2.2 Candidate Expansion and Confidence
Re-estimation

In order to improve the precision and coverage of
retrieval results, we add the top-m parsing results
to the candidate set and disambiguate meaning rep-

resentation annotations in a moving-average style
after each model update.

Candidate Expansion As mentioned above, the
ambiguous supervision can only be retrieved from
the collected data. To make up for the genera-
tion label space, the m-best beam search results of
the current semantic parser in ¢-th iteration Y;! =

[<y17 21> ) <y27 Z2> ERRED) <ym7 Zm>] are employed to
update the candidate set: Ul = U, UY}! (¢ > 1).

Confidence Re-estimation To improve the su-
pervision precision, and especially to resolve the
problem that the retrieval system focuses more on
relevance than on precise semantics, we use the
generation model to refine and re-estimate the con-
fidence si,y of MR labels.

We first use a pre-trained paraphrase generation
model g to refine the confidence scores:

0 pg(z|2)
0 =ray+ @)
N e, Pe(@l?)

After each model update, we use the new parser
p(y|x) to re-evaluate the confidence scores of the
meaning representation candidates in a moving-
average style:

p(y|r) t—1

st =1l—a)=—"""—_+as 3)
( > yevt P |2) o

:B?y -

For the meaning representations newly added to
the candidate set, we re-estimate their confidence

cot (1ot plw)
scores as: s}, , = (1—a )Zy/eUg o) T (ra,y+

pe(z|2) )
<y’,z’>€U% pg($|z’) ’
Finally, we get the normalized confidence scores
Si(y|x) as:

t

S
S =24 4
t(y]z) et Sy C))

2.2.3 Self-training Update on Retrieval

Our learning framework operates in an EM-like
manner, iterating between two stages: 1) Add can-
didates and update the confidence weights of the
candidates based on current model parameters; 2)
Train the parser from the soft pseudo instances. In
the iterations, candidate samples are weighted to
train the parser.

We use the continuous self-training method pro-
posed by Zou et al. (2019). First, according to the
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normalized confidence S;(y|z), we resolve the soft
pseudo-labels as:

7 = argmin— Y gu log Si(y|z) + Br(gs)
Y= yeUt
(5)

,in which ¢, € AlUz=1 We use a negative entropy
label regularizer (g ) ZyeU; Uy 108 Usr -
The distribution of labels can be solved as:
th _ St(y‘x)l/ﬁ
Y Yyev Sy le)P
According to the weights of the candidate anno-

tations, we train the parser by the following loss
function:

(6)

T, ULy == it logp(ylz; 6,) (7)

yeU}t

2.2.4 Inference

When inferring, we follow the same way as con-
fidence re-estimation. Given a query =z, the can-
didate set consists of retrieval results and beam
search results: U = U, U Y,. Then, we use the
similar confidence re-estimation algorithm as in
self-training: score(z,y) = % + sgjy
to rerank candidates.

Following previous studies (Wu et al., 2021;
Shin et al., 2021), we employ constrained decoding
and generate canonical representations over mean-
ing representations.

3 Experiments

Datasets We conduct experiments on three
datasets: OVERNIGHT(A-DCS), GEOGRANNO,
and GEO(FunQL), which use different meaning
representations and are on different domains. Note
that we do not use any MR annotations in training
set.

OVERNIGHT This is a dataset across eight
domains, which contains natural language para-
phrases paired with lambda DCS logical forms. We
use the same train/test splits as Wang et al. (2015).

GEOGRANNO This is a semantic parsing
benchmark about U.S. geography (Herzig and Be-
rant, 2019), in which lambda DCS logical forms
paired with canonical utterances are produced from
SCFG. Instead of paraphrasing sentences, crowd
workers are required to select the correct canonical
utterance from candidate list. We follow the split
(train/valid/test 487/59/278) in original paper.

GEO(FunQL) This is another version of GEO
(Zelle and Mooney, 1996) using the variable-free
semantic representation FunQL (Kate et al., 2005).
We extend the FunQL grammar to SCFG for this
dataset. Different from the previous datasets, the
construction method of this dataset does not de-
pendent on paraphrasing, which can better verify
the effectiveness of our methods. We follow the
standard 600/280 train/test splits.

Pretrained Language Models We use the pre-
trained sentences similarity model MPNet” (Song
et al., 2020) as the retrieve model. The paraphrase
generation model is the PEGASUS model (Zhang
et al., 2020) fine-tuned for paraphrasing®. The
PLMs have been trained on the public paraphrase
datasets, which have not touched any canonical ut-
terances. In our experiments, they are fixed and
only used for retrieval and reranking.

System Settings We train all our models with 3
self-training iterations. In each iteration, the neural
semantic parser is trained 1000 epochs, with the
initial prompt learning rate of 0.1. We use Adam
algorithm to update parameters, with batch size
as 80 ~250. The temperature parameter 7 is set
to 0.1. We initialize soft prompt parameters by
uniformly sampling within [-0.1, 0.1]. The beam
size m during decoding and candidates expanding
is 8. The hyper-parameters « is set to 0.5, [ is set
to 0.1.

Datastore Collecting We use synchronous con-
text free grammars (SCFGs) to generate (MR, CU)
pairs in each dataset. We generate roughly 800K,
250K, 20K pairs in OVERNIGHT, GEOGRANNO,
GEO(FunQL) respectively. We only preserve the
valid ones (are executable or meet type checking),
and remove the redundant MRs. We collect roughly
10K, 20K, 3K valid pairs for our datastore in these
datasets.

Few-shot Settings Following the previous few-
shot settings in OVERNIGHT (Shin et al., 2021;
Schucher et al., 2022), we randomly subsample
200 training examples for each domain as supervise
data, and 20% of the remaining data is used for
validation. All other data in training sets are treated
as unannotated data, whose ambiguous supervision
signals also come from the retrieval results.

*https://huggingface.co/sentence-transformers/all-mpnet-
base-v2
3https://huggingface.co/tuner007/pegasus_paraphrase
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‘ Bas. Blo. Cal. Hou. Pub. Rec. Res. Soc. | Avg.
Supervised
RECOMBINATION (Jia and Liang, 2016) 852 581 780 714 764 79.6 762 814 |758
CROSSDOMAIN (Su and Yan, 2017) 86.2 60.2 798 714 789 847 81.6 829 | 782
SEQ2ACTION (Chen et al., 2018) 88.2 614 815 741 80.7 829 80.7 82.1 | 79.0
DuAL (Cao et al., 2019) 875 637 79.8 730 814 815 81.6 83.0 | 789
TWO-STAGE (Cao et al., 2020) 87.2 657 804 757 80.1 86.1 82.8 82.7 | 80.1
SSD (Wu et al., 2021) 86.2 649 81.7 727 823 81.7 81.5 82.7 |79.2
Few-shot
GPT-3 (Shin et al., 2021) 859 634 792 741 77.6 792 84.0 68.7 | 76.5
T5-base (Schucher et al., 2022) 78.6 452 682 63.6 675 705 733 614 |66.0
T5-large (Schucher et al., 2022) 819 525 768 712 744 789 769 655|723
T5-x1 (Schucher et al., 2022) 839 544 777 729 770 79.1 789 70.2 | 74.3
RaAS (w/o Self-Training) 780 519 702 688 67.1 71.3 789 61.8 | 68.5
RaAS (Full Model) 785 57.1 720 7677 745 727 86.1 63.0 | 72.6
Zero-shot
Cross-domain Zero Shot (Su and Yan, 2017) - 283 53,6 524 553 602 61.7 - -
GENOVERNIGHT (Wang et al., 2015) 156 27.7 173 459 46.7 263 613 9.7 |313
WMDSAMPLES (Cao et al., 2020) 319 29.0 36.1 479 342 410 538 358 |38.7
TWwO-STAGE (Cao et al., 2020) 64.7 534 583 593 603 68.1 732 484 | 60.7
AUTOQA (Xu et al., 2020) 739 549 726 709 745 68.1 786 615 | 694
SSD (Wu et al., 2021) 71.3 588 60.6 622 58.8 654 71.1 49.1 | 62.2
RaAS (Retriever) 59.3 476 60.1 651 553 63.0 750 528 |59.8
RaAS (w/o Self-Training) 61.1 51.6 643 667 62.1 648 759 527 |624
RaAS (Full Model) 780 556 714 76.7 739 713 855 58.6 | 714
Table 1: Overall results on OVERNIGHT.
GEO GEO resentations. 5) AUTOQA (Xu et al., 2020), in
GRANNO | (FunQL) . . . . .. .
Supervised which high-quality synthetic training data is gener-
DEPHT (Jie and Lu, 2018) _ 893 ated by template-based data synthesizers and auto-
COPYNET (Herzig and Berant, 2019) 72.0 - paraphrasers.
One-stage (Cao et al., 2020) 71.9 -
Two-stage (Cao et al., 2020) 71.6 - Zero-shot Settings Any manual MR annotations
EEQDZSEQ (Guoetal., 2020) - 87.1 are not required in our zero-shot settings. And, ex-
Wuetal, 202])U - 729 88.3 cept for AutoQA, all of these zero-shot methods
nsupervised
SYNTH-SEQ2SEQ (Wuetal.2021) | 327 | 36.1 employ unannotated sentences as we do. We fol-
WMDSAMPLES (Cao et al., 2020) 353 - low the hypothesis in GEOGRANNO: It is easy to
Two-stage (Cao et al., 2020) 63.7 - access unlabeled utterances, which can typically be
SSD (Wu etal, 2021) 385 | 63.2 found in query logs, or generated by users experi-
SSD-SAMPLES (Wu et al., 2021) 64.4 65.0 . th tot Instead of tated
RaAS (Retriever) 61 575 menting with a prototype. ' n.s ead of unanno
RaAS (w/o Self-Training) 554 | 582 sentences, AutoQA uses millions of generated sen-
RaAS (Full Model) 66.1 65.3 tences, which are not introduced in our method.

Table 2: Overall results on GEOGRANNO and
GEO(FunQL).

Baselines We compare our method with the fol-
lowing zero-shot/unsupervised baselines: 1) Cross-
domain Zero Shot (Herzig and Berant, 2018),
which is trained on other source domains and gen-
eralizes to target domains in OVERNIGHT and 2)
GENOVERNIGHT (Wang et al., 2015), in which
models are trained on synthesized (CU, MR) pairs;
3) SYNTH-SEQ2SEQ, in which the neural seman-
tic parser is trained on the synthesized (CU, MR)
pairs; 4) SSD (Wu et al., 2021), which use a para-
phrase generation model to decode meaning rep-

AutoQA and our approach are two different strate-
gies. The two methods are complementary, which
means that our approach can be combined with
AutoQA to eliminate the need for unannotated sen-
tences.

3.1 Experimental Results

3.1.1 Overall Results

The overall results of different baselines and our
method are shown in Table 1 and Table 2. We can
see that:

1. By exploiting the prior knowledge of PLMs
and the sequences modeling ability of semantic
parsers simultaneously, our RaAS framework
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Bas. Blo. Cal. Hou. Pub. Rec. Res. Soc. | Avg.
1) ‘ FULLMODEL 78.0 556 714 7677 739 713 855 58.6| 714
Inference
2) (1) - Candidate Expansion 775 554 714 762 739 713 849 585 | 71.1
3) (1) - Retrieval Candidates 772 56.1 69.0 746 720 71.8 852 57.7] 705
(@) (3) - Reranking 7577 56.6 655 73.0 701 727 852 57.6| 69.6
(@) (2) - Parser Scores 71.6 541 673 725 714 69.0 80.7 57.0 ]| 68.0
Prompt
(6) ‘ (1) - Prompt + Fine-Tuning | 77.2 52.1 70.8 75.1 733 704 858 584 | 704
Self-Training
@) (1) onIter=0 61.1 51.6 643 667 621 648 759 527|624
®) () onlter=1 754 541 708 751 720 708 855 59.0| 70.3
©) (1) on Iter=2 77.0 554 702 767 733 704 852 588|709
(10) (1)onlter=4 775 556 708 767 739 713 852 583|712
Table 3: Ablation results of our model with different settings on OVERNIGHT.
achieves the best zero-shot semantic parsing per- ?
formance. In all datasets, our method outperforms 801 [
other baselines in the zero-shot settings, and fur- S —— —
ther narrows the gap between zero-shot and su- geo-
pervised settings. These results demonstrate that 3 —
zero-shot semantic parsers can be effectively con- % ] D twv
structed from the RaAS framework. < 4 - ﬁff;ﬁ;
2. The retrieval system can provide a good 301 ~ i%%:
start without any annotated data. Using pre- N —— social
trained language models to retrieve meaning repre- 0 L 21 teraﬁoni 4 5

sentations, the retrieval system can obtain an aver-
age accuracy rate close to 60% even without any
supervision from manually labeled data. Consider-
ing the high recall rate of retrieval results, RaAS
has the potential for later continuous improvement
by ambiguous learning methods.

3. Self-training can significantly improve the
performances in all datasets. In OVERNIGHT
the average accuracy raises from 62.4% to 71.4%.
As we mentioned before, the retrieval results have
high recall rates but contain lots of noise. We
think that the improvement of self-training comes
mainly from candidate expansion and confidence
re-estimation, which can establish global consis-
tency gradually and reduce data noise iteratively.

3.1.2 Detailed Analysis

Self-training iterations In Table 3, Lines (7)-
(10) show the accuracies on the test dataset as the
number of iterations increases. We can see that: 1)
The self-training protocol is effective. When we
conduct more iterations, the performance gradu-
ally increases and stabilizes at a reasonable level
— from 62.4% accuracy in Iter O to 71.4% in Iter 3
on OVERNIGHT. 2) The self-training process can
reach its equilibrium within a few iterations, and
the performance of RaAS can be stabilized around
the third round.

Figure 5: The accuracies on the validation set vary
on the number of iterations in eight domains in
OVERNIGHT.

60

Eval accuracy (%)
B S (%] w
& & 8 9

w
vl

w
o

1000 1500 2000 2500 3000 3500 4000
Epochs

0 500

Figure 6: The accuracies on the validation set of Blocks
domain in OVERNIGHT.

Composition of candidate set Line (2) in Table
3 shows the results of removing candidate expan-
sion, where we only rerank retrieval candidates.
Line (3) shows the results of removing retrieval
candidates, where we only use beam search results
of the current semantic parser.

1. The effect of candidate expansion If the can-
didate expansion is removed, the performances of
RaAS decrease slightly. More importantly, during
inferring, candidate expansion ensures the gener-
ation capability to produce various valid meaning
representations, rather than only providing MRs in
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the collected retrieval datastore.

2. The effect of retrieval candidates Without
retrieval candidates, the performances drop slightly
on average. We believe that this is because the
beam search results are too similar, and the retrieval
results can be a good supplement to them.

Reranking Line (4) in Table 3 shows the results
of removing reranking, where we directly use beam
search results of the semantic parser as output. The
results of removing parser scores are shown in Line
(5). We can see that without reranking, the average
performance drops, but it still outperforms previ-
ous methods that exploit heavy data augmentations.
However, without semantic parser scores, the per-
formances will drop significantly.

The effect of prompt tuning Line (6) in Table
3 shows that, after changing the learning method
to fine-tuning, the performances decrease slightly,
which also proves the robustness and high general-
ization of prompt tuning.

The quality of confidence re-estimation In the
Fig 5, we can see the accuracies on the validation
set grow with the number of iterations. As the
number of iterations increases, the performances
gradually increase and stabilizes at a high level.
This verifies that our self-training method can im-
prove the quality of supervision signals iteratively
by confidence re-estimation.

Few-shot settings The few-shot results are
shown in Table 1. With the same few-shot set-
tings as in previous studies, we employ T5-base to
achieve comparable performances to T5-large and
even T5-xlI in previous work.

Training epochs Fig 6 shows the change of val-
idation accuracies as the number of epochs in-
creases. We can see that the performances of RaAS
are stable, which verifies that our method is insen-
sitive to the hyper-parameters of the number of
training epochs in each iteration.

4 Related Work

Retrieval in Seq2Seq Tasks In semantic parsing,
many previous studies (Su and Yan, 2017) have
propose to employ paraphrase scores to retrieve or
rerank MRs, which all follow the order of generat-
ing first and then scoring. Berant and Liang (2014)
first generate a set of candidate MRs and choose the
realization that best paraphrases the input. Yin and
Neubig (2019) propose a set of reranking scorer

for neural semantic parsers. Guo et al. (2019) com-
bine a retrieval model and a meta-learner to em-
ploy the similar datapoints from the training data.
Ren et al. (2020) construct parallel sentence pairs
through retrieval, and conduct unsupervised ma-
chine translation models. Lu et al. (2021); Khan-
delwal et al. (2021); Parvez et al. (2021) enhance
the representations of instances or the robustness of
decoder by retrieval. Different from the common
generate-then-score framework, the order of our
RaAS framework is the reverse of them. We are the
first to use retrieval results to obtain supervision
for zero-shot semantic parsing.

Low Resource Semantic Parsing Many low re-
source semantic parsing methods have been pro-
posed to reduce the demand for annotations(Artzi
and Zettlemoyer, 2013; Sun et al., 2020; Sherborne
and Lapata, 2022). Many weakly supervised learn-
ing are proposed (Berant et al., 2013; Reddy et al.,
2014; Agrawal et al., 2019), such as denotation-
based learning (Pasupat and Liang, 2016; Gold-
man et al., 2018), iterative searching (Dasigi et al.,
2019). Semi-supervised semantic parsing is also
proposed (Yin et al., 2018; Cao et al., 2019; Ye
et al., 2019). One other strategy is to augment
data. Wang et al. (2015) construct a semantic
parsing dataset from grammar rules and crowd-
sourcing paraphrase. Guo et al. (2018) produce
pseudo-labeled data. Jia and Liang (2016) create
new “‘recombinant” training examples with SCFG.
Shin et al. (2021); Wu et al. (2021); Schucher et al.
(2022) explore the training / decoding methods of
PLMs for low-resource semantic parsing. Differ-
ent from previous work, our framework focuses on
obtaining and facilitating supervision signals rather
than model design or data synthesization.

5 Conclusions

In this paper, we propose a novel method for zero-
shot semantic parsing with a Retrieval as Ambigu-
ous Supervision framework. We first retrieve the
top-k similar meaning representations from the col-
lected MR datastore. Then in self-training itera-
tions, the candidates are employed to train parsers
and refined by the candidate expansion and confi-
dence re-estimation. We leverage the ambiguous
supervision signal to train a prompt-based seman-
tic parser and propose a confidence-driven self-
training algorithm to refine the parser iteratively.
The experiments show that the final semantic parser
is greatly improved after iterative training.
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Limitations

Firstly, due to the huge cost of large-scale PLMs,
this paper only employs the T5-base as the back-
bone PLM in our experiments, therefore only lim-
ited analysis on the effect of model scale is pre-
sented. However, we believe a larger model will
benefit our method by providing better language
understanding and generation abilities.

Secondly, the synthesized canonical utterances
need manually designed synchronous grammars,
which are used to guide RaAS with knowledge
about semantic representation language. Although
most few-shot/zero-shot semantic parsing studies
also rely on synchronous grammars, we leave how
to model semantic representations without gram-
mars as an open problem for future work.
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