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Abstract

The task of Prior Case Retrieval (PCR) in the
legal domain is about automatically citing rel-
evant (based on facts and precedence) prior
legal cases in a given query case. To further
promote research in PCR, in this paper, we pro-
pose a new large benchmark (in English) for
the PCR task: IL-PCR (Indian Legal Prior Case
Retrieval) corpus. Given the complex nature
of case relevance and the long size of legal
documents, BM25 remains a strong baseline
for ranking the cited prior documents. In this
work, we explore the role of events in legal
case retrieval and propose an unsupervised re-
trieval method-based pipeline U-CREAT (Un-
supervised Case Retrieval using Events Extrac-
tion). We find that the proposed unsupervised
retrieval method significantly increases perfor-
mance compared to BM25 and makes retrieval
faster by a considerable margin, making it appli-
cable to real-time case retrieval systems. Our
proposed system is generic, we show that it
generalizes across two different legal systems
(Indian and Canadian), and it shows state-of-
the-art performance on the benchmarks for both
the legal systems (IL-PCR and COLIEE cor-
pora).

1 Introduction

Traditionally, in the legal domain, for a given legal
case (query document) at hand, lawyers and judges
have relied on their expertise and experience to cite
relevant past precedents (cited documents). More-
over, even when legal professionals have made lim-
ited use of technology, it has been mainly restricted
to Boolean queries and keywords. However, as
cases increase, it becomes difficult for even experi-
enced legal professionals to cite older precedents.
NLP-based technologies can aid legal profession-
als in this regard. The task of Prior Case Retrieval
(PCR) has been formulated to address this problem
(Rabelo et al., 2022). More concretely, the task of
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Figure 1: Dependency parse of the sentence (along

with extracted event) from the IL-PCR corpus: “These
statements were forwarded to the Police".
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Figure 2: The Figure shows common events (high-
lighted in bold) for a positive query-candidate pair (ex-
ample taken from the IL-PCR corpus)

l Query Doc Events ‘

Prior Case Retrieval involves retrieving all the pre-
vious legal documents that should be cited in the
current legal document based on factual and prece-
dent relevance. PCR can be particularly important
in populous countries like India, where the number
of cases has been growing exponentially, for ex-
ample, there are 41 million pending cases in India
(National Judicial Data Grid, 2021). Technology-
based solutions such as PCR can make the process
streamlined and efficient, expediting case disposal.
PCR is different from standard document retrieval
tasks. It is primarily due to the nature of legal
documents themselves. Legal documents, in gen-
eral, are quite long (tens to hundreds of pages),
which makes each document in both the query and
candidate pool long. Legal documents are unstruc-
tured and sometimes noisy (for example, in many
common law countries like India, legal documents
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are manually typed and prone to grammatical and
spelling mistakes). Moreover, in a common-law
system, where the judges can overrule an existing
precedence, there is some degree of subjectivity
involved, making the task of document processing
and retrieval challenging.

In this paper, we propose a new large PCR corpus
for the Indian legal setting referred to as Indian
Legal Prior Case Retrieval (IL-PCR) corpus. Fur-
ther, we propose an unsupervised approach for the
task of prior case retrieval based on events structure
in the document. Events are defined in terms of
predicate and its corresponding arguments (see Fig-
ure 1) obtained via a syntactic dependency parser.
The proposed event-based representation technique
performs better than the existing state-of-the-art
approaches both in terms of retrieval efficiency as
well as inference time. We conjecture that events
obtained via a dependency parser play an essential
role in providing a short summary of long judg-
ment documents, hence reducing the noise (task-
dependent non-relevant information) by a consider-
able margin (also shown in Fig. 2).

The focus of this paper is an unsupervised and fast
approach for retrieving relevant legal documents,
in contrast to resource and compute-intensive su-
pervised approaches. In the legal domain, super-
vised algorithms often require hand-crafted engi-
neering/tuning with considerable experimentation
to enable deployment in a real-time scenario, mak-
ing them harder to adapt to an industrial setting. Al-
though not a fair comparison, our proposed method
shows an improvement of 5.27 F1 score over a
recent state-of-the-art supervised method (Abol-
ghasemi et al., 2022) for the existing PCR bench-
mark dataset of COLIEE’21 (§5.2). In a nutshell,
we make the following contributions:

* Considering the lack of available benchmarks
for the Indian legal setting, we create a new
benchmark for Prior Case Retrieval focused
on the Indian legal system (IL-PCR) and pro-
vide a detailed analysis of the created bench-
mark. Due to the large size of the corpus,
the created benchmark could serve as a help-
ful resource for building information retrieval
systems for legal documents (§3). We re-
lease the corpus and model code for the pur-
pose of research usage via GitHub: https:
//github.com/Exploration-Lab/IL-PCR.

* We propose a new framework for legal
document retrieval: U-CREAT (Unsuper-

vised Case Retrieval using Events Extraction),
based on the events extracted from documents.
We propose different event-based models for
the PCR task. We show that these perform
better than existing state-of-the-art methods
both in terms of retrieval efficiency as well as
inference time (§5).

* Further, we show that the proposed event-
based framework and models generalize
well across different legal systems (In-
dian and Canadian systems) without any
law/demography-specific tuning of models.

2 Related Work

Automating processes and tasks in the legal do-
main has been an active area of research in the
NLP and IR community in the past few years. For
example, several tasks/research problems and so-
lutions have been proposed, e.g., Catchphrase Ex-
traction (Galgani et al., 2012), Crime Classification
(Wang et al., 2018, 2019), Summarization (Tran
et al., 2019), Rhetorical Role prediction (Malik
et al., 2022; Kalamkar et al., 2022) and Judgment
Prediction (Zhong et al., 2020; Malik et al., 2021;
Chalkidis et al., 2019; Aletras et al., 2016; Chen
etal., 2019; Long et al., 2019; Xu et al., 2020; Yang
et al., 2019; Kapoor et al., 2022).

Some earlier works (Al-Kofahi et al., 2001; Jack-
son et al., 2003) in Prior Case Retrieval have used
feature-based machine learning models such as
SVM. Since the past few years, the Competition
on Legal Information Extraction and Entailment
(COLIEE) has been organized annually (Rabelo
et al., 2022). COLIEE has spurred research in
PCR. Researchers participating at COLIEE have
shown that BM-25 based method is a strong base-
line. Most of the participating systems in COL-
IEE have used models based on BM-25 combined
with other techniques like TF-IDF, language mod-
els, transformers, and XG-Boost (e.g., (Rosa et al.,
2021; Rabelo et al., 2022; Askari et al., 2021; Ma
et al., 2021; Nguyen et al., 2021; Shao et al., 2020;
Bithel and Malagi, 2021)). Citation network-based
approaches (Kumar et al., 2011; Minocha et al.,
2015; Bhattacharya et al., 2020; Mandal et al.,
2017; Kumar et al., 2013) are not meaningfully
applicable to PCR as the legal citation networks
are quite sparse. Abolghasemi et al. (2022) pro-
posed BERT-based Query-by-Document Retrieval
method with Multi-Task Optimization. We also
experimented with transformer-based methods for
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retrieving prior cases as described in §5.1.

In the NLP community, researchers have used
event-based information for many different Natu-
ral Language Understanding (NLU), and common-
sense reasoning tasks (Chen et al.; Chambers and
Jurafsky, 2008, 2009; Modi and Titov, 2014; Modi,
2016; Modi et al., 2017). For example, Glavas
and Snajder (2014) extracted events from a docu-
ment and used the event-centric graph representa-
tion for information retrieval and multi-document
summarization tasks, where they define an event
as a tuple of predicate (action) and corresponding
arguments (participants/actors). In the legal-NLP
domain, event-based representations have not been
explored much, as also pointed out in the survey
by Feng et al. (2022). In this work, we employ
event-based representation for PCR.

3 IL-PCR Corpus and PCR Task

To spur research in the area of PCR, we propose
the creation of a new corpus for the task of PCR:
Indian Legal Prior Case Retrieval (IL-PCR) corpus.
IL-PCR corpus is a corpus of Indian legal docu-
ments in English containing 7070 legal documents.

3.1 IL-PCR Corpus Creation

The corpus is created by scraping legal judg-
ment documents (in the public domain) from the
website IndianKanoon (https://indiankanoon.
org/). We started by scraping documents corre-
sponding to the top 100 most cited Supreme Court
of India (SCI) cases (these are termed the zero-hop
set). To gather more cases, we scraped documents
cited within the zero-hop cases to obtain the one-
hop cases. Scraping in this manner ensured a suffi-
cient number of cited cases for each document. In
practice, gathering cases till the second hop was
sufficient for a corpus of desirable size. The desir-
able size is decided by comparing it relatively to the
size of the existing PCR benchmarks like COLIEE.
Any empty/non-existent cases were removed. Zero
and one-hop cases were merged into a large query
pool, which was further split into the train (70%),
validation (10%), and test (20%) queries. To facil-
itate generalization among developed models, we
did not put any temporal constraints on the scraped
documents (as also justified in (Malik et al., 2021));
the cases range from 1950 to 2020. We followed
a similar corpus creation methodology as done by
the COLIEE benchmark.

Pre-Processing: All documents are normalized for

Dataset COLIEE’21 IL-PCR
# Documents 4415 7070
Avg. Document Size 5813.66  8093.19
# query Documents 900 1182
Vocab Size 80577 113340
Total Citation Links 4211 8008
Avg. Citation Links per query 4.678 6.775
Language English  English
Legal System Canadian  Indian

Table 1: The table compares the created IL-PCR corpus
with COLIEE’21 corpus.

names and organization names using a NER model
(Honnibal Matthew and Van Landeghem Sofie,
2020) and a manually compiled gazetteer. This
step helps to create more generic event represen-
tations. As done in the case of other PCR corpora
such as COLIEE (Rabelo et al., 2022), the text
segment associated with each citation (these are in
the form of hyperlinks in scraped documents) is
replaced with a citation marker <CITATION>. The
text segments corresponding to statutes (acts and
laws) are not replaced since our focus is prior case
retrieval and not statute retrieval (Kim et al., 2019).
We also experimented with another version of the
corpus where the entire sentence containing the
citation is removed (details in §5.3).

Comparison with Existing Corpora: We com-
pare existing PCR corpus from COLEE’21 and
IL-PCR in Table 1. IL-PCR is almost 1.6 times
COLIEE 2021 and average length of document in
IL-PCR is almost 1.4 times. IL-PCR has a much
larger vocabulary and more citations per document.
Both COLIEE 2021 and IL-PCR are primarily in
English but address different legal systems, namely,
Canadian and Indian legal systems respectively.

3.2 PCR Task Definition

Given a legal document as a query Q; and
a pool of N legal documents as candidates
{C1,Cs.,...,CN}, the Prior Case Retrieval task is
to retrieve the legal documents from the candidate
pool which are relevant (and hence cited) in the
given query document. As also pointed out by the
legal expert, relevance in the legal domain is mainly
about similar factual situations and previous legal
precedents.

4 Event Based Representations

A story or an incident is best described in terms of a
sequence of events (Chambers and Jurafsky, 2008,
2009; Chen et al.). If we consider a case judgment
document to be a narrative about how things (e.g.,
situations in the form of facts) developed, then it
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is best to represent a legal document in terms of
events. We define an event as a tuple containing
predicate (describing the main action, typically it
is verb/verb-compound) and its main arguments
(describing main actors/participants, typically these
correspond to subject, object, indirect object, and
prepositional object) as shown in Fig. 1.

4.1 Event Extraction

To extract events, legal documents are first pre-
processed to remove noise (unwanted characters
and symbols) using regex-based patterns. For ex-
ample, initials (not picked by NER) in the names
(e.g., initials A.R. in the name A. R. Lakshman)
are removed. Similarly, characters other than let-
ters and citation markers are removed. Honorifics
like Dr., Mr., Mrs., etc. are removed as these were
wrongly picked up as the end of the sentence dur-
ing sentence splitting and during event extraction.
Other short forms like no., nos., addl., etc., are re-
placed by corresponding full words. Subsequently,
a dependency parser is used to extract events from
texts.

A dependency parser represents a sentence in
the form of a directed graph G : (V, E), where
V' are vertices representing words and F are the
directed edges that capture the grammatical (Syn-
tactic) relationship between words (Kiibler et al.,
2009). Sentences in the document are parsed with
the dependency parser (we use spaCy: (Honni-
bal Matthew and Van Landeghem Sofie, 2020))
to extract the list of verbs. These verbs form the
root of the dependency graph. As observed, mostly
the sentences in legal documents are in active voice.
The left children of each verb are examined to find
the subjects with syntactic dependency relation-
ships like nsubj, nsubjpass, and csubj. The right
children of a verb are considered for relationships
like dobj, pobj, and dative to indicate the object’s
presence. Further, the lefts and rights are exam-
ined for conjunctions and compounds to get all the
possible subjects and (indirect) objects. Each of
the words in the extracted event is lemmatized to
make the event more generic. Further, incomplete
events and empty events (generated due to incor-
rect sentence splitting) are discarded. Both query
and candidate documents are processed with the
dependency parser to get the events. After remov-
ing noisy events, we did not observe any significant
mistakes in the extracted events. Manual examina-
tion of the verb-argument tuples showed plausible

events.

Events play an important role in establishing the
relationship between a case and a cited (precedent)
case. If a case has a precedent, then most likely,
both are related based on the nature of the facts,
evidence, and judgment. The events in a prior case
form a basis for the arguments and judgments in
such similar cases. Based on the experimental re-
sults, we conjecture that events further help to sum-
marize documents in terms of main actions (e.g.,
related to facts) and hence help to filter out noise.

S Experiments, Results and Analysis

Datasets: We experimented with the COLIEE-21
and IL-PCR corpora. Since the two corpora are
different, it enables checking the generalization
capabilities of models.

Evaluation Metric: We use a micro-averaged F1
score as the evaluation metric (as done in COLIEE-
21"). In practice, models predict a relevance score
for each candidate for a given query. Top-K-
ranked candidates are considered for prediction
(i.e., whether a candidate is cited or not). As done
in previous work (Rabelo et al., 2022), we select K
based on the best performance on the validation set
and report the F1 on the test set using the same K
value (metric definition is provided in App. A).

5.1 Baselines, Proposed Models and Results

For the baseline models, we selected the promi-
nent approaches used for the PCR task. Consid-
ering the findings reported in COLIEE-21, BM25
marks a strong baseline (Rosa et al., 2021; Rabelo
et al., 2022) for document retrieval tasks in the legal
domain. Moreover, most of the re-ranking-based
supervised methods (Askari et al., 2021; Nguyen
et al., 2021; Bithel and Malagi, 2021; Shao et al.,
2020; Abolghasemi et al., 2022) also use BM25 as
a pre-filtering step for document retrieval. Broadly,
we consider three types of unsupervised retrieval
models as baselines, 1) Word-based (Count-based),
which are lexical models using words directly; 2)
Transformer-based models, which capture the se-
mantics using distributed representations of words;
and 3) Sentence Transformer based models, which
capture semantics at the sentence level. We provide
experimental results for all the baseline models on
COLIEE’21 and IL-PCR datasets in Table 2. We
describe baseline models next.

ISection 3.1 in https://sites.ualberta.ca/~rabelo/
COLIEE2021/
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Figure 3: U-CREAT pipeline based on events extraction, for the PCR task.

Word-Based (Count-Based): We use a standard
implementation of BM25 (Sklearn’s (Pedregosa
et al., 2011) Tfidf Vectorizer module) to compute
scores for each query-candidate pair. We exper-
iment with two widely used versions of BM25,
unigram, and bigram. The bigram variant of BM25
improves the retrieval performance (Table 2) by
a considerable margin, from 14.72% to 22.14%
in COLIEE’21 and 13.85% to 28.59% in IL-PCR.
However, the large runtime overhead of the bi-
gram setting makes it ineffective for a real-time
retrieval system and hence is usually not the pre-
ferred choice.

Transformer-Based: We use two widely used
transformer models for generating word embed-
ding: pre-trained BERT (Devlin et al., 2019) and
DistilBERT (Sanh et al., 2019). We also experi-
ment with a fine-tuned version. We fine-tune the
model on the train split of the respective datasets
(IL-PCR and COLIEE’21) using standard masked
language modeling (MLM) objective (details in
App. B). In addition, we also experiment with In-
dian legal domain-specific language models: In-
CaseLawBERT and InLegalBERT (Paul et al.,
2022). We use transformer models in two settings,
one using the entire document and the other us-
ing the top 512 tokens. Due to limitations on the
input size of transformer models, to learn the rep-
resentation of the entire document, we divide the
document into multiple segments (each of 10 sen-
tences) with a stride of 5 sentences (to ensure over-
lap). Subsequently, an interaction matrix (having
relevance score) between query and candidate seg-
ments is created using cosine similarity between
respective representations and this is followed by
an aggregation step (avg. or max) to come up with
a score. In the other setting, we consider only the
top 512 tokens as input to the transformer and dis-
card the remaining information. Our experiments
highlight that fine-tuning these models slightly im-
proves the performance in the case of transformers
with top 512 tokens and slightly worsens the per-

formance in the case of full document transformers.
(Table 2). We observe that InCaseLawBERT and
InLegalBERT perform quite poorly, possibly due
to noise in legal documents.

Sentence Transformer-Based (SBERT): We also
experiment with sentence embeddings-based meth-
ods that capture the similarity at the sentence level.
We experiment with two popularly used sentence
embedding methods’: SBERT-BERT and SBERT-
DistilRoBERTA (Reimers and Gurevych, 2019).
To finetune the transformers in an unsupervised
fashion, we follow SimCSE’s (Gao et al., 2021)
strategy (details in App. B and App. C). For all
the methods, we use cosine similarity between all
query-candidate sentence pairs to generate an inter-
action matrix and consider the max of the matrix to
be the relevance score for the pair. In general, com-
pared to full document and vanilla transformers
SBERT based approaches have better performance
(Table 2).

Event Based Models: The general pipeline for
event-based models is shown in Fig. 3. We refer
to this pipeline as U-CREAT (Unsupervised Case
Retrieval using Event extrAcTion). We first extract
event representations from the query and candi-
date documents, and these are used to calculate an
interaction matrix between each query-candidate
pair. The interaction matrix captures similarities
between events (relevance scores); subsequently, a
retrieval model is used to rank the candidates. The
methods proposed below differ in the document rep-
resentation, interaction matrix, and retrieval model.
Atomic Events: In this variant, an event (predicate
and arguments tuple) is considered as an atomic
unit (like a word), and a document is represented
only by these atomic events. An approach to gen-
erating the relevance scores can be using Jaccard
similarity (IOU: Intersection Over Union) over the

“For model implementation, we used the SBERT library
(https://www.sbert.net/examples/unsupervised_
learning/SimCSE/README.html). We used the hyper-
parameters corresponding to the best-performing model on
the leaderboard for the sentence similarity task.
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obtained set of events. For a given query candidate
pair (Q;,C;), we extract the events corresponding
to each document, £(<) = {eggi), ey 67(1%)}’ and
£C) = {egcj), . .,ef,fj)} which is used to com-
pute the Jaccard similarity, i.e., Relevance Score =
|g(Qi)r~,g(Cj)|
EICHNECH
egy of computing Jaccard similarity over the set
of events improves performance on both datasets
compared to BM25. Though the gain is less in
COLIEE’21 (increase by ~ 8 F1 score ), in IL-PCR,
the improvement is significant (increase by ~ 20
F1 score). We speculate that given the legal doc-
ument’s diverse and lengthy nature, events help
filter out the noise and improve performance signif-
icantly. Another way of getting the relevance score
would be to take all the extracted events £(<?) and
£C) and perform a BM25 over atomic events in-
stead of words; this setting helps to capture the
relation between various events present in both
the docs. We experiment with multiple settings
of BM25. The results highlight that the BM25’s
unigram setting performs similarly to the Jaccard
similarity with a drop in performance when in-
creased to bigram, trigram, the reason being the
lower frequency of bigram/trigram events present
in the document pairs.

. As shown in Table 2, this trivial strat-

Non-atomic Events: For this setting, we con-
sider the words (predicates and arguments) that
are present in the extracted events £(2¢) and £(C)
separately. This setting removes the event as an
atomic unit, and it considers words of each event as
an independent unit, i.e., a document is represented
only by individual words in the extracted events.
We run various variants for BM25 to generate rele-
vance scores. We found that the trigram version of
BM25 (the best model for non-atomic events) has
a similar performance to the best model for atomic
events (BM25).

Events filtered Docs: As the primary role of events
is to capture the relevance between the query and
the candidate doc, for this variant, we select the
complete sentences corresponding to the overlap-
ping events |£(2) n £(C)|. For example, if a com-
mon event ein emanates from sentences S; and S,
in the query and candidate document, respectively,
we consider the sentence S; from the query and S,
from the candidate. Selecting sentences for each
overlapping event results in sentences selected for
every doc. We refer to this updated version of the
doc as the events filtered doc and use this new ver-

sion for classical retrieval methods like BM25. We
observe that this setting further improves the re-
trieval scores by 2.62 in IL-PCR and 3.19 in COL-
IEE’21, compared to the best non-atomic event-
based methods. Overall, this setting outperforms
all the other methods for both datasets and shows
a performance boost of 25.3 F1 score in IL-PCR
and 12.6 F1 score in COLIEE’21 compared to the
standard BM-25 baseline.

Event Embeddings: We also tried models based
on event embeddings obtained by composing em-
beddings of predicates and arguments, e.g., via
transformer models or deep NNs (Modi, 2016;
Modi and Titov, 2014); however, these approaches
gave a worse performance than vanilla transformer
based approaches. Moreover, these approaches
have an extra overhead of training (and learning)
event embeddings.

Rhetorical Roles Filtered Docs: In the legal do-
main, Rhetorical Roles (RR) (Malik et al., 2022;
Kalamkar et al., 2022) have been introduced to seg-
ment a document into semantically coherent tex-
tual units corresponding to 7 main rhetorical roles:
Facts, Arguments, Statues, Ruling, Precedents, Ra-
tio, and Judgment. For more details, please re-
fer to Malik et al. (2022). The main idea is to
label each sentence in the legal document with one
of the rhetorical roles. For RR, we used the pre-
trained transformer-based model utilizing multi-
task learning provided by Malik et al. (2022) to
predict sentence-level labels for legal documents
in COLIEE21 and IL-PCR. We used some specific
RR labels (that capture relevance as per legal ex-
perts) to filter out sentences from a query (RRs
used: facts, argument, ratio) and candidates (RRs
used: facts, argument, ratio, and judgment). Using
all RRs labels gave a worse performance, possi-
bly due to the introduced noise. The filtered query
and candidate documents are then used for BM-25-
based baselines. Table 2 shows that a pre-filtering
step done using a pre-trained RR model is a strong
retrieval method and provides a significant perfor-
mance boost (increase of 24.97 in COLIEE’21 and
37.72 in the case of IL-PCR ). However, the events-
based filtering methods remain the outperforming
model (27.32 increase in COLIEE’21 and 39.15
boost in F1 score in IL-PCR). However, in the case
of RR, inference time in the case of quad-gram
and penta-gram increases drastically, making them
impractical (§5.3). RR-based models have lesser
improvement on COLIEE’21 as the pre-trained
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Model COLIEE’21 IL-PCR

BM25 14.72 (Baseline) 13.85 (Baseline)

Word Level (Count Based) BM25 (Bigram) 22.14 (1 7.42) 28.59 (1 14.74)
BERT 5.10 (1 9.62) 9.24 (| 4.61)
BERT (finetuned) 458 (1 10.14) 7.91 (1 5.94)
S‘;%rr:rfsnft(frdlillzroc DistilBERT 10.04 (| 4.68) 16.61 (1 2.76)
(full document) DistIBERT (finetuned) 473 (1 9.99) 7.86 (1 5.99)
utl docu InCaseLawBERT 1.71 () 13.01) 3.62 (1 10.23)
InLegalBERT 2.79 (1 11.93) 7.57 (1 6.28)
BERT 0.53 (| 14.19) 0.56 (| 13.29)
BERT (finetuned) 0.46 (| 14.26) 0.88 (1 12.97)
Transformer DistilBERT 0.54 (| 14.18) 0.50 (| 13.35)
(top 512 tokens) DistilBERT (finetuned) 0.34 (] 14.38) 0.75 (} 13.1)
InCaseLawBERT 0.78 (| 13.94) 0.75 (| 13.1)
InLegalBERT 0.50 (| 14.22) 0.71 (| 13.14)
Sentence BERT 6.79 (1 7.93) 5.94 (] 7.91)
Tramsformer DistilRoBERTa 3.63 (1 11.09) 3.91 (1 9.94)
(SBERT) BERT (finetuned) 7.68 (1 7.04) 6.01 (| 7.84)
DistilRoBERTa (finetuned) 1.26 (| 13.46) 2.14 (] 11.17)

Atomic Events

Jaccard similarity
BM25
BM25 (Bigram)
BM25 (Trigram)

23.08 (1 8.30)
23.45 (1 8.73)
22.42 (1 7.70)
21.12 (1 6.40)

34.17 (1 20.32)
36.77 (1 22.92)
31.81 (1 17.96)
27.61 (1 13.76)

Non-atomic Events

BM25
BM25 (Bigram)
BM25 (Trigram)

BM25 (Quad-gram)
BM25 (Penta-gram)

14.19 (1 0.53)
23.59 (1 8.87)
24.13 (1 9.41)
22.69 (1 7.97)
21.81 (1 7.09)

11.99 (| 1.86)
32.27 (1 18.42)
36.53 (1 22.68)
34.76 (1 20.91)
33.54 (1 19.69)

Events Filtered Docs

BM25
BM25 (Bigram)
BM25 (Trigram)

BM25 (Quad-gram)
BM25 (Penta-gram)

18.97 (1 4.25)
23.3 (1 8.58)
27.32 (1 12.60)
26.94 (1 12.22)
25.81 (1 11.09)

19.64 (1 5.79)
30.28 (1 16.43)
37.17 (1 23.32)
39.15 (1 25.3)
38.61 (1 24.76)

RR Filtered Docs

BM25
BM25 (Bigram)
BM25 (Trigram)

BM25 (Quad-gram)
BM25 (Penta-gram)

1297 (1 1.75)
21.06 (1 6.34)
24.97 (1 10.25)
24.90 (1 10.18)
23.72 (1 9.00)

13.05 (1 0.80)
24.67 (1 10.82)
34.22 (1 20.37)
36.77 (1 22.92)
37.72 (1 23.87)

Table 2: The table shows the performance comparison (F1 scores in %, with top K retrieved documents selected
using validation set) of the proposed method with the baseline unsupervised methods on the COLIEE-21 (Rabelo
et al., 2022) and proposed IL-PCR benchmark. The numbers in the bracket highlight the performance difference
compared to the BM25 (Baseline, Table’s first row). 1 shows the increase, and | shows the drop in performance.

Method Brief Description Unsupervised F1

JNLP (Nguyen et al., 2021) Top-100,Paragraph,BM25,BERT,Union Score NG 0.19
TR (Rabelo et al., 2022) Top-1000 TF-IDF, Xgboost v 0.46
DSSIR (Althammer et al., 2021) vanilla BERT X 2.79
DSSIR (Althammer et al., 2021) paragraph level BM25, lawDPR X 2.72
SIAT (Rabelo et al., 2022) Top-50 BM25, BERT-Legal v 3.00
DSSIR (Althammer et al., 2021) BM25 v 4.11
TLIR (Ma et al., 2021) LMIR, BERT-PLI on paragraphs X 4.56

NM (Rosa et al., 2021) Vanilla BM25-Segments ve 9.37
TLIR (Ma et al., 2021) Language Model for IR and paragraph filtering v 19.17
MTFT-BERT (Abolghasemi et al., 2022) Multi-task optimization over BM 25,ptimized X 22.05
U-CREAT BM25 (Tri-gram) over Events Filtered Docs v 27.32

Table 3: The table shows the performance comparison of the proposed method with the existing methods on the
COLIEE-21 (Rabelo et al., 2022) dataset. The F1 scores (in %) represent the numbers reported in respective
methods. The table highlights a significant performance boost with respect to the current state-of-the-art MTFT-
BERT (supervised method trained on COLIEE-21 corpus).
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Figure 4: The figure on the left shows the performance curves and the right shows inference time vs. performance

of various methods. Also see Appendix Table 4.

RR model (Malik et al., 2022) used for labeling
is trained on Indian legal documents.

5.2 Comparison with Existing Methods

For a fair comparison with the existing methods, we
compare the proposed event-based approaches with
the state-of-the-art methods for the COLIEE’21
benchmark. A recent supervised retrieval approach
by Abolghasemi et al. (2022) uses a multitasking
framework to improve upon the optimized BM25
retrieval scores. To the best of our knowledge, this
approach is the current state-of-the-art method for
the COLIEE-21 document retrieval task. Table 3
shows the F1 scores obtained by multiple methods,
as given in (Rabelo et al., 2022). The proposed
event-based methods outperform the existing ap-
proaches by a significant margin highlighting the ef-
fectiveness of events in legal document retrieval. A
noteworthy point here is that the event-based tech-
niques are completely unsupervised, making them
more applicable to current systems without corpus-
specific training. Moreover, these approaches gen-
eralize well over legal documents in different legal
systems, as shown using two different legal system
datasets.

5.3 Analysis

Variation with K: To provide a detailed insight
into the performance of various methods, we also
show the F1 score at different K values (top re-
trieved documents) on IL-PCR. Figure 4 (left side)
highlights the improvements in the F1 curves ob-
tained by event methods compared to the popularly
used BM25 baselines. The performance peaks for
K =3to7, this is similar to what has been observed
on the COLIEE dataset (Rabelo et al., 2022). We
show the variation of Precision and Recall scores
with the value of K in Figure 5. As can be observed

(and is expected based on the evaluation metric def-
inition) for each of the models, precision falls and
recall improves with increasing K values, resulting
in the hump shape in Fig. 4. The Precision, Recall,
and F1 scores corresponding to best K are tabulated
in Appendix Table 5.

Inference Time: An important property of a re-
trieval algorithm often not stressed by existing
methods is inference time. For a retrieval system
to be adaptable to industrial solutions, it is not only
the retrieval efficiency but also the inference time
required by the system. We compare inference
times of various methods to provide a more trans-
parent insight. We use the queries in the entire test
split (237 query documents) of the IL-PCR corpus
to calculate inference time. We benchmark the rel-
evance score generation time for all the queries on
a single core of an Intel(R) Xeon(R) Silver 4210R
CPU @ 2.40GHz processor. We compute the event
extraction time along with the relevance score gen-
eration time for the proposed event-based methods.
Figure 4 (right side) shows the inference vs. per-
formance comparison for the prominent methods
(also see exact numbers in App. Table 4).

The inference time for the different models
varies greatly, the Jaccard Similarity over Events
(IOU) stands out with the fastest time of 2 min-
utes, while the Word BM25 (bigram) model has the
longest inference time of 55 minutes. The Events
BM25 (trigram) model has a much faster infer-
ence time of 15.2 minutes, which is approximately
50% faster than the Word BM25 (unigram) model.
The Event Filtered Docs BM25 (quadgram) model
also has a relatively fast inference time of 24.42
minutes, which is about 10% faster than the Word
BM25 (unigram) model. Overall, the proposed
Event Filtered Docs BM25 (quadgram) has a rel-
atively fast inference time of 24.42 minutes com-
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Figure 5: The precision and recall curves at different K (top retrieved documents) values used for retrieval.

pared to the other models and represents a signif-
icant improvement in performance. This time is
about 10% faster than the Word BM25 (unigram)
model and significantly faster than the Word BM25
(bigram) model, which has the longest inference
time of 55 minutes. In the F1 score, the Event
Filtered Docs BM25 (quadgram) model also out-
performs the Jaccard Similarity over Events (I0U)
model, which has the quickest time at 2 minutes,
and the Events BM25 (trigram) model, which has a
time of 15.2 minutes. The proposed model stands
out as a strong performer in terms of inference
time and F1, providing a significant improvement
in performance compared to the other models.

In terms of inference time, the retrieval method
based on Jaccard similarity shows a significant per-
formance boost along with a significant improve-
ment in the F1 score. Overall, the increase in doc-
ument size results in a longer inference time in
BM25-based methods. Moreover, going from un-
igram to bigram also results in a considerable in-
crease in inference time, making the word-based
BM25 bigram ineffective for real-time retrieval sys-
tems. The inference time results for event-based
methods highlight the effectiveness both in terms
of inference time and retrieval efficiency.

A noteworthy trend in the current deep learning-
based supervised methods in legal document re-
trieval is the use of BM25 as a pre-filtering step
(Askari et al., 2021; Nguyen et al., 2021; Bithel
and Malagi, 2021; Shao et al., 2020; Abolghasemi
et al., 2022). The scores obtained from a word-
based BM25 provide a strong pre-filtering, en-
abling the re-ranking-based algorithm to improve
the scores over the top-K% retrieved documents.
This re-ranking setting for inference on a deploy-
able system would require BM25 inference time
and deep model inference time to generate the re-
trieval scores. In contrast, the proposed event-based

approaches lead to a much faster inference time and
improved retrieval performance. It would facilitate
the current research on supervised retrieval meth-
ods as well.

Other Observations: We also experimented with
another version of the corpus where we removed
the sentences containing the citation to prevent the
model from exploiting any neighboring informa-
tion. The results are shown in the Appendix Table
6, there is a slight drop in performance; however
the overall trends (as in Table 2) remain the same.

5.4 Discussion

An important point to note is that the PCR task
has inherent limitations; the relevant cases are con-
sidered based on official citations as ground truth.
However, there might be cases that were not men-
tioned by the judge (document writer) due to sub-
jectivity involved in the common-law system; find-
ing correct annotation for relevance is always a
challenge for a domain like legal, where the num-
ber of documents is enormous.

6 Conclusion

In this paper, we proposed a new large dataset
(IL-PCR) for Prior Case Retrieval and the U-
CREAT pipeline for performing event-based re-
trieval for legal documents. We ran a battery
of experiments with different types of models to
show that event-based methods have better per-
formance and much better inference times (and
hence amenable to production settings) compared
to existing unsupervised approaches and some of
the supervised approaches (e.g., ~ 5.27 F1 score
improvement on COLIEE) on two completely dif-
ferent datasets. In the future, we plan to combine
event-based methods with supervised techniques
such as contrastive learning to develop more effi-
cient models.
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Limitations

In this paper, we propose a simple model for prior
case retrieval. As shown in experiments and results,
the models could improve and score better. There
is a big room for improvement. All the previously
proposed approaches for PCR have calculated rele-
vance as some form of lexical/semantic similarity
between a case and its citations. However, cited
case relevance may sometimes differ from lexi-
cal/semantic similarity. Modeling the document in
terms of events only partially addresses this. Con-
sequently, what is required is the inclusion of more
legal information. We made an attempt towards
that via experiments using Rhetorical Roles. Sim-
ilarly, one could use the information coming via
statutes and laws since similar cases are likely to in-
voke similar statutes. Another approach is learning
representations using contrastive models that score
relevant cases higher than non-relevant ones. In the
future, we plan to investigate these approaches to
improve the task of PCR.

This paper considers a simple structure for an
event as a tuple of predicates and arguments. How-
ever, more sophisticated formulations are possible,
as outlined in the survey/tutorial by Chen et al..
Moreover, we are taking events in isolation and
ignoring the sequential nature of events that help
to form narratives. In the future, we would like
to develop a model that captures a more sophisti-
cated structure and sequential nature of events in
the case. Though we covered an extensive set of
experiments for the proposed event-based match-
ing technique, many more combinations can be
experimented with to understand the role of events
in legal documents. This unique finding of events
missing from the legal literature would facilitate
exploring new directions in the legal domain.

In this paper, we evaluated only two datasets
as we could not find any publicly available PCR
datasets. However, in the future, if we can find
more PCR datasets, we would like to evaluate them
to see if the trends generalize over other legal cor-
pora.

Ethical Concerns

This paper proposes a system for retrieving (rec-
ommending) relevant documents. The system is
not involved in any decision-making process. The
motivation for proposing the system is to augment
legal experts rather than replace them. Moreover,
for training the system, we used publicly avail-

able legal documents. We took steps to normalize
documents concerning named entities to prevent a
model from developing any known biases. To the
best of our knowledge, we addressed any biases
that the model might learn from the data.
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Appendix

A Evaluation Metric Definition

.. (# correctly retrieved cases V queries)
Precision =

(# retrieved cases V queries)
(# correctly retrieved cases V queries)

Recall = -
(# relevant cases V queries)

Fl = (2 x Precision x Recall)

(Precision + Recall)

B Hyper-Parameters

Transformer-Based Models: We train the stan-
dard BERT and DistilBERT models using PyTorch
and HuggingFace library-based (Wolf et al., 2020)
implementations for 6 epochs with a batch size
of 32 and AdamW (Loshchilov and Hutter, 2019)
optimizer with a learning rate of 1 x 1075,
Sentence Transformer-Based Models: We use
a batch size of 512 and fine-tune the models for
20 epochs with Adam (Kingma and Ba, 2015) of
learning rate 5 x 107°

C SBERT Fine Tuning Strategy

SBERT is finetuned using SimCSE (Gao et al.,
2021) based checkpoints present in SBERT pack-
age (Reimers and Gurevych, 2019), due to the
unavailability of annotated similar sentence pairs
present for the datasets, SimCSE is trained in unsu-
pervised manner by predicting the input sentence
itself using dropout for noisy representation of the
sentence.

D Precision and Recall Scores

Table 5 shows the Precision, Recall and F1 scores
for various models in given in the main paper. Table
6 shows the Precision, Recall and F1 scores for
various models on the version of IL-PCR without
citation sentences.

E Inference Time of Models

Table 4 shows the inference time for algorithms
shown in Fig 4.
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Algorithm Inference Time (mins)
Word BM25 (unigram) 27.14
Word BM25 (bigram) 55.00
Events BM25 (trigram) 15.20
Jaccard sim. over events 2.00
RR filtered BM25 (penta) 55.27
Events filtered BM25P (quad) 24.42

Table 4: Inference Times for various models..



Model Precision Recall F1

BM25 17.11 11.64 13.85

Word Level BM25 (Bigram) 2930 2791 2859

K
5
7
BERT 6 10.28 8.40 9.24
6
7
5

Segmented-Doc BERT (.ﬁnetuned) 8.79 7.18 7.90
Transformer o DistilBERT 17.02 16.21 16.61
(full document) DistilBERT (finetuned) 9.70 6.60 7.86
InCaseLawBERT 11 3.02 4.52 3.62

InLegalBERT 12 6.10 996  7.56

BERT 20 0.38 1.04 0.56

BERT (finetuned) 15 0.65 1.33 0.87

Transformer DistilBERT 20 0.34 0.93 0.50
(top 512 tokens) DistilBERT (finetuned) 20 0.51 1.39 0.75
InCaseLawBERT 20 0.51 1.39 0.75

InLegalBERT 19 0.49 1.27 0.71

Sentence . ‘BERT 7.35 4.98 5.94
Transformer DistilRoBERTa 5.56 3.01 3.91
(SBERT) BERT (finetuned) 7.44 5.04 6.01

DistilRoBERTza (finetuned) 2.20 2.08 2.14

35.12 33.28  34.17
37.69 3590 36.77
35.39 28.89 31.81
30.71 25.07 27.61

Jaccard Similarity
BM25
BM25 (Bigram)
BM25 (Trigram)

Atomic Events

BM25 13.33 10.89 11.99
BM25 (Bigram) 33.07 31.50 32.27
Non-atomic Events BM25 (Trigram) 40.64 33.18 36.53

BM25 (Quad-gram)
BM25 (Penta-gram)

35.62 33.93  34.76
37.30 3046 33.54

BM25 24.26 16.50 19.64
BM25 (Bigram) 33.69 27.50 30.28
Events Filtered Docs BM25 (Trigram) 41.35 33776  37.17

BM25 (Quad-gram)
BM25 (Penta-gram)

40.12 38.22  39.15
39.57 37.70  38.61

BM25 13.37 12.74 13.05
BM?25 (Bigram) 25.29 24.09 24.67
RR Filtered Docs BM25 (Trigram) 35.08 3341 3422

BM25 (Quad-gram)
BM25 (Penta-gram)

37.69 3590 36.77
38.66 36.83 37.72

N NN BN HIE N e e SV, I Be) NN Be) NN e N e e N B R Y B S|

Table 5: The table shows the K values, Precision, Recall and F1 scores for each model.
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IL-PCR_gent

Model IL-PCR . o
(without citation sents.)

BM25 13.85 13.23
Word Level BM25 (Bigram) 28.59 27.52
BERT 9.24 9.58

BERT (finetuned) 7.90 8.41

Seﬁmsnfteiffc DistilBERT 16.61 17.58
" Ha ds orme ) DistilBERT (finetuned) 7.86 8.21
i documen InCaseLawBERT 3.62 3.25
InLegalBERT 7.56 7.96

BERT 0.56 0.36

BERT (finetuned) 0.87 0.67

Transformer DistilBERT 0.50 0.52
(top 512 tokens) DistilBERT (finetuned) 0.75 0.68
InCaseLawBERT 0.75 0.68

InLegalBERT 0.71 0.68

Senten BERT 5.94 4.73

. © fe c© ) DistilRoBERTa 3.91 2.94
E*;I]‘;E‘E%e BERT (finetuned) 6.01 5.01
DistilRoBERTza (finetuned) 2.14 1.01

Jaccard Similarity 34.17 32.38
Atomic Event BM25 36.77 35.26
OfHe Bvents BM25 (Bigram) 31.81 30.96
BM25 (Trigram) 27.61 26.59
BM25 11.99 11.99

BM25 (Bigram) 32.27 31.91
Non-atomic Events BM25 (Trigram) 36.53 36.02
BM25 (Quad-gram) 34.76 33.75

BM25 (Penta-gram) 33.54 32.38

BM25 19.64 19.78

BM25 (Bigram) 30.28 30.35
Events Filtered Docs BM25 (Trigram) 37.17 36.40
BM25 (Quad-gram) 39.15 38.32
BM25 (Penta-gram) 38.61 37.66

BM25 13.05 13.65
BM25 (Bigram) 24.67 24.80

RR Filtered Docs BM25 (Trigram) 34.22 33.15
BM25 (Quad-gram) 36.77 36.77

BM25 (Penta-gram) 37.72 36.93

Table 6: The table shows the performance comparison (F1 scores in %) of the proposed method with the baseline
unsupervised methods on the COLIEE-21 (Rabelo et al., 2022), the IL-PCR benchmark and the dataset with

sentences having the citation removed: IL-PCR _gent)
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