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Abstract

Financial forecasting has been an important
and active area of machine learning research,
as even the most modest advantage in predic-
tive accuracy can be parlayed into significant
financial gains. Recent advances in natural
language processing (NLP) bring the oppor-
tunity to leverage textual data, such as earn-
ings reports of publicly traded companies, to
predict the return rate for an asset. However,
when dealing with such a sensitive task, the
consistency of models — their invariance un-
der meaning-preserving alternations in input
— is a crucial property for building user trust.
Despite this, current financial forecasting meth-
ods do not consider consistency. To address
this problem, we propose FinTrust, an evalu-
ation tool that assesses logical consistency in
financial text. Using FinTrust, we show that
the consistency of state-of-the-art NLP mod-
els for financial forecasting is poor. Our anal-
ysis of the performance degradation caused
by meaning-preserving alternations suggests
that current text-based methods are not suit-
able for robustly predicting market informa-
tion. All resources are available at https:
//github.com/yingpengma/FinTrust.

1 Introduction

NLP techniques have been used in various financial
forecasting tasks, including stock return prediction,
volatility forecasting, portfolio management, and
more (Ding et al., 2014, 2015; Qin and Yang, 2019;
Xing et al., 2020; Du and Tanaka-Ishii, 2020; Yang
et al., 2020a; Sawhney et al., 2020). Despite the
increased performance of NLP models on financial
applications, there has been pushback questioning
their trustworthiness, and robustness (Chen et al.,
2022; Li et al., 2022). Recently, the causal expla-
nation has been viewed as one of the promising
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Figure 1: Examples of four consistency transformations
used in FinTrust @.

directions for measuring the robustness and thus
improving the transparency of models (Stolfo et al.,
2022; Feder et al., 2022). Among them, consis-
tency has been viewed as a crucial feature, reflect-
ing the systematic ability to generalize in semanti-
cally equivalent contexts and receiving increasing
attention in tasks such as text classification and
entailment (Jin et al., 2020; Jang et al., 2022).
Previous text-based financial forecasting meth-
ods have mostly considered stock movement pre-
diction based on various sources of data, including
financial news (Xu and Cohen, 2018; Zhang et al.,
2018), analyst reports (Kogan et al., 2009; Rekab-
saz et al., 2017), and earnings conference calls (Qin
and Yang, 2019; Keith and Stent, 2019; Li et al.,
2020; Chen et al., 2021b). While most work evalu-
ates their methods using accuracy and profit gains
based on the final outcome in the market (Sawh-
ney et al., 2021b; Yang et al., 2022), consistency
evaluation remains largely unexplored. The only
exception (Chuang and Yang, 2022) focuses on
evaluating the implicit preferences in Pre-trained
Language Models (PLMs) but not the consistency
in predictive models. The lack of evaluation in be-
havior consistency, an important characteristic of
human decisions, hinders the deployment of finan-
cial forecasting models in real-world scenarios.
The main objective of this work is to explore a
wholistic measure for stock movement prediction,
integrating consistency as a criterion of trustworthi-
ness. To this end, we define behavior consistency
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of text-based models in the financial domain. Re-
garding the intrinsic characteristics of financial text
data, we consider four types of logical consistency
tests. As shown in Figure 1, these transformations
include Negation Consistency, Symmetric Consis-
tency, Additive Consistency, and Transitive Con-
sistency. Taking negation consistency as an exam-
ple, given an input "the cost of raw materials has
been greatly decreased", if the token "decreased"
is changed to "increased"”, the model prediction is
expected to be flipped accordingly.

Based on the above logical transformations, we
introduce FinTrust @, anew evaluation tool that en-
ables researchers to measure consistency in PLMs
and text-based financial forecasting models. Using
FinTrust @), we design three tasks to investigate the
influence of these logical transformations. First, we
assess implicit preference in PLMs such as BERT
(Devlin et al., 2018) and FinBERT (Yang et al.,
2020b), especially for economic words. Second,
we measure the accuracy of stock movement pre-
diction on a real-world earnings call dataset after
the meaning-preserving modifications. Finally, we
propose a realistic trading simulation to see if sim-
ple meaning-preserving modifications can wipe out
positive returns.

Experiments on several baseline models, includ-
ing previous best-performing architectures (Ding
et al., 2015; Qin and Yang, 2019; Yang et al.,
2020a) and the machine learning classifier (Chen
et al., 2015) show that all current methods exhibit
a significant decline in the performance of stock
movement predictions when evaluating on FinTrust
compared to their original results. Notably, some
models demonstrate a level of accuracy that is even
lower than that of a random guess after undergoing
logical consistency transformation, and most meth-
ods fail to surpass the performance of the simplest
Buye-all strategy in the trading simulation. These
results suggest that existing text-based financial
models have robustness and trustworthiness issues,
which can limit their use in practical settings.

To our knowledge, FinTrust @ is the first eval-
uation tool for probing if the relatively accurate
stock movement prediction is based on the right
logical behavior. We release our tool and dataset at
GithubT, which can assist future research in devel-
oping trustworthy FinNLP methods.

Thttps ://github.com/yingpengma/FinTrust

2 Related Work

Text-based Financial Forecasting. A line of work
has leveraged event-based neural networks based
on financial news for predicting the stock move-
ment of S&P 500 companies (Ding et al., 2014,
2015; Xu and Cohen, 2018). By taking advantage
of recent advances in NLP, recent work has shown
potential in predicting stock price movements using
PLMs, BERT (Devlin et al., 2018), and FinBERT
(Araci, 2019; Yang et al., 2020b), with rich tex-
tual information from social media and earnings
conference calls (Liu and Tse, 2013; Xing et al.,
2020; Chen et al., 2021a). The considerable PLMs
mainly include BERT and FinBERT. While BERT
is trained on corpora from fairly general domains,
FinBERT is trained on financial corpora, includ-
ing earnings conference calls and analyst reports,
under the same architecture as BERT. Although
implicit stock market preference is in the masked
token predictions task, the implicit preference has
been under-explored using a logical behavior test.
In addition to building pre-trained models spe-
cially trained for financial domains, researchers
have recently proposed myriad neural network ar-
chitectures aimed at more accurate predictions to
produce profitable gains including financial risk
(volatility) and return predictions. For example, re-
searchers (Qin and Yang, 2019; Yang et al., 2020a;
Sawhney et al., 2021a) have considered predicting
the volatility of publicly traded companies based
on multi-model earnings conference call datasets.
Also, Xu and Cohen (2018); Duan et al. (2018);
Yang et al. (2018); Feng et al. (2019) leverage dif-
ferent textual data sources for predicting the stock
movement based on the daily closing price. Un-
fortunately, despite the alarm over the reliance of
machine learning systems on spurious patterns that
have been found in many classical NLP tasks, the
topic of text-based financial forecasting lacks a
systematical evaluation regarding the robustness
analysis from either an adversarial or consistency
perspective. To this end, we present the first criti-
cal investigation of popular benchmarks by using
FinTrust from the consistency perspective.
Consistency Measurement. The inductive bias
of machine learning systems is greatly affected by
the patterns in training data due to the nature of
inductive reasoning. While a flurry of research has
highlighted this issue (Gururangan et al., 2018; Sri-
vastava et al., 2020; Garg and Ramakrishnan, 2020;
Kaushik et al., 2020), recent work Jang et al. (2022)
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Figure 2: Pipelines of FinTrust @ consist of evaluating pre-trained features (e.g., BERT and FinBERT) and

fine-tuned text-based financial forecasting models.

shows that possible artefacts in data are more influ-
ential than the model design when leading to the
problem of lacking trustworthiness. Thus, assess-
ing the influence of data artefacts, such as consis-
tency, becomes a crucial problem for trustworthy
NLP. Elazar et al. (2021) study the consistency of
PLMs (e.g., BERT, ALBERT, and RoBERTa) with
regard to their knowledge extraction ability and
conclude that the consistency of these models is
generally low. Chuang and Yang (2022) aim to
raise awareness of potential implicit stock prefer-
ences based on the finding that consistent implicit
preference of the stock market exists in PLMs at
the whole market.

In addition to evaluating preferences in PLMs,
previous methods also attempt to evaluate the con-
sistency of models in downstream NLP tasks, such
as visual question answering (Ribeiro et al., 2018),
QA (Jia and Liang, 2017; Ribeiro et al., 2019;
Gan and Ng, 2019; Asai and Hajishirzi, 2020),
named entity recognition (Jia et al., 2019; Wang
and Henao, 2021), and natural language inference
(Naik et al., 2018; Hossain et al., 2020; Camburu
et al., 2020; Sinha et al., 2021). Besides, Ribeiro
et al. (2020) consider using consistency for build-
ing the behavioural testing benchmark beyond ac-
curacy. Surprisingly, these discussions have not yet
been extended to text-based financial forecasting
models, which require strong robustness to assist
decision-making in the financial market, with the
exception of our work.

3 Method

We define the pipeline of FinTrust @ in Figure
2. For text-based financial models, there are two
salient components, namely text representations
and financial behavior. For the former, using PLMs
has become a dominant approach, improving the

quality of text representations in many domains.
For the latter, various neural models can be built
on PLMs. Correspondingly, we have two setups in
the consistency evaluation, representation (Setup
1) and behavior (Setup 2), respectively.

Setup 1. In the first stage, we assess the implicit
preferences in PLMs via masked token predictions.
In particular, we first mask a predictable word from
the original input extracted from earning confer-
ence call transcripts, such as "the cost of raw mate-
rials has been greatly decreased...so the expected
return for the next quarter is [MASK]". Then, we
predict the masked token using PLMs and compare
the probability of predicting "increased" and "de-
creased" for contexts from different transcripts. A
higher probability of predicting "increased" would
indicate that the given PLM hold logical consis-
tency with human predictions. Conversely, it sug-
gests that the prediction of the PLM may be in-
fluenced by spurious patterns such as favoritism
towards a particular stock.

Setup 2. We evaluate text-based financial fore-
casting models after fine-tuning PLMs on a pop-
ularly used earnings conference call dataset (Qin
and Yang, 2019). However, the consistency mea-
surement faces significant challenges in defining
the relationship between two texts, particularly
when the text is a long transcript with complex
logical connections, such as earnings conference
call transcripts. Incorrectly defining this relation-
ship can render consistency judgments meaning-
less. In line with prior research (Jang et al., 2022),
we develop four logical consistency transforma-
tions customized for financial text in this work. By
meaning-preserving altering the original text, we
ensure generated samples have a logical relation-
ship to the original text, thus ensuring the consis-
tency judgment is meaningful. Below we define
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our text level consistency transformation first (Sec
3.1), before introducing the financial tasks for be-
havior study (Sec 3.2) and a wholistic metric (Sec
3.3) to integrate performance and trustworthiness.

3.1 Logical Consistency Transformations on
Text Data

In FinTrust, four logical consistency transformation
approaches are defined to evaluate if the model
maintains the same logical behavior as humans,
representing the consistency in text-based financial
forecasting models.

Negation consistency refers to the ability of a
model to generate converse predictions for texts
with opposite meanings, i.e. f(x) = positive <
f(—z) = negative, where z is the input transcript,
f(x) represents the output of the model, a "posi-
tive" outcome means the stock price will increase,
and a "negative" outcome means the stock price
will decrease. —x is a negation consistency trans-
formed test example flipped through predetermined
rules based on the bi-grams of the most frequent
words and their antonyms. We achieve this by split-
ting the dataset at the sentence level and flipping
the meanings of sentences. Given an input "the
cost of raw materials has been greatly decreased,
with a change of 30% compared with last year",
its counterpart can be "the cost of raw materials
has been greatly increased, with a change of 30%
compared with last year". In the financial market,
a significant cost reduction may lead to optimism
about the company’s future prospects and an in-
crease in stock price. Only when the model can
give the correct predictions for both pairs of test-
ing data we consider that the model is consistent
with non-contradictory predictions. Otherwise, it
is considered to lack negation consistency.

Symmetric consistency is the property of a
model where the order of the inputs does not af-
fect the output. It is defined as f(Sp1, Sp2) =
f(Sp2, Sp1), where S is a sentence in the transcript,
Sp; represents the part 7 of the sentence. This can
be tested by reordering the segments of each sen-
tence in the transcript and comparing the predic-
tions before and after the reordering. For example,
given the sentence "the cost of raw materials has
been greatly decreased, with a change of 30% com-
pared with last year", if the prediction is reversed
after reordering it to "with a change of 30% com-
pared with last year, the cost of raw materials has
been greatly decreased", then the model is regarded

as lacking symmetric consistency.

Additive consistency refers to the property of
a model to predict the stock movement based on
the combination of two inputs, x and y that share
the same label. The model is expected to hold the
same prediction for z, y, and the concatenation of
those inputs = 4 y. If the model produces different
predictions for the above three kinds of inputs, it
can be regarded as lacking additive consistency.
For example, if a model gives a positive prediction
for the sentence "the cost of raw materials has been
greatly decreased, with a change of 30% compared
with last year", and also gives a positive prediction
for the sentence "we believe that our products can
bring convenience to everyone’s life", then it should
also make a positive prediction for the combined
sentences after the concatenation.

Transitive consistency refers to the ability of
a model where the perceived sentiment of a com-
pany should be reflected in the performance of the
top-valued company in the same industry. It can
be expressed as f(z) = f(z'), where 2/ represents
transitive consistency transformed text. Specifi-
cally, for transcripts of a particular company, the
top-valued company in the same industry is identi-
fied and its name is denoted as "company_name".
Then occurrences of words such as "we" and "our"
are replaced with "company_name" and "com-
pany_name’s" respectively. For example, if the
corresponding sector of the company is "Informa-
tion Technology" and the top-valued company in
the S&P 500 is Apple Inc., a sentence such as
"we believe that our products can bring conve-
nience to everyone’s life" will be transformed to
"Apple Inc. believe that Apple Inc.’s products can
bring convenience to everyone’s life" after transi-
tive consistency transformation. Again, we cal-
culate the consistency of models by considering
the non-contradictory predictions over transitive
instances.

3.2 Prediction Tasks in FinTrust

Consistency Measurement in PLMs. To better
assess the implicit preference in PLMs, we extend
the previous cloze-style prompts used in assess-
ing stock market preference (Chuang and Yang,
2022) by considering logical changes rather than
simply predicting the masked token in the input.
This is crucial as if PLMs are biased, the fine-tuned
model’s predictions based on features learned by
PLMs could be further influenced by spurious pref-
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erence tendencies, which would negatively impact
the effect of financial forecasting.

Stock Prediction Task. Following previous stud-
ies (Ding et al., 2015; Duan et al., 2018; Sawhney
et al., 2020), we treat the stock movement predic-
tion as a binary classification problem, where the
model predicts whether the daily closing price of a
given asset will increase or decrease over the next n
days (n=3, 7, 15, 30) based on the content of earn-
ings call transcripts. The output is either “increase”
(positive) or “decrease” (negative).

Trading Simulation Task. We use the predictions
to determine whether to buy or sell a stock after n
days. For example, if the model predicts that the
stock price would increase from day d to day d+- 30,
we would buy the stock on day d and sell it on day
d + 30. Otherwise, we execute a short sell. The
previous work Sawhney et al. (2021a) simulates the
trade of one hand for each stock, which allows for
the potential offset of multiple forecast failures if
one stock is more valuable. However, this approach
is unfair under specific situations since each predic-
tion and trade are treated equally and thus will lose
the balance between trades. Therefore, we invest
the same amount of money in each stock and calcu-
late the profit ratio instead of the cumulative profit.
This method does not affect the calculation of the
Sharpe Ratio and allows us to explore the impact of
financial forecasting consistency on performance
and profitability. Notably, we do not consider the
transaction cost in accordance with previous work
(Sawhney et al., 2021a).

3.3 Wholistic Evaluation Metrics

We introduce the predictive evaluation metrics and
the novel consistency evaluation metrics as elabo-
rated below.

Predictive Evaluations. For stock prediction, we
use three metrics to measure performance: Accu-
racy, F1 score, and Matthews correlation coefficient
(MCC). These metrics are calculated as follows:

2 x precision X recall

F1 (¢))

precision + recall

For a given confusion matrix:

. tp +tn
Accuracy = —tp Tt fot fn 2)
MCOC = tp Xtn— fp X fn 3)

V{tp + fp)(tp + fn)(tn + fp)(tn + fn)
We use both Profit Ratio and Sharpe Ratio for the
trading simulation task as performance indicators.

Return R, and investment [ is involved in calculat-
ing the Profit Ratio.

ProfitRatio = ? C))

The Sharpe Ratio measures the performance of an
investment by considering the average return R,
risk-free return 12, and standard deviation of the
investment o (Ry).

R, — Ry

SharpeRatio = m

&)
Consistence Evaluations. Based on logical trans-
formations, we propose the consistency evaluation
metrics of consistency, aiming to measure text-
based financial forecasting models from a consis-
tency perspective as a complementary metric to
accuracy. Assuming that C' is a set of four log-
ical consistencies. To begin with, we define the
consistency score (C'onsis), elaborated as follows:

ICl .
Consis = ZZ‘C} Ci (6)

where the C' set contains Negation consistency
Consis"™, Symmetric consistency Consis®, Addi-
tive consistency C'onsis“, Transitive consistency
Consis?. We give the formal definition of those
four metrics, respectively. The consistency of

Consis™ is calculated as:
Z'-Jf'l{ 0 (f(z) =f(m£))
Consis™ = L (@) # /(i) (N

where D is the original test set, x; is the test sample
in the original test set, i.e. z; € D. a:fv is the
new test sample obtained by negation consistency
transformation on z;, and f(z) is the prediction
of the model (positive or negative) for the input x.
In terms of the symmetric, additive, and transitive
transformations, the value equals O when f(z;) #
f(zN) while equals 1 when f(z;) = f(z).

4 Experiments

We first evaluate the explicit preferences in PLMs.
Then we assess the ability of text-based models to
make consistent predictions on the stock movement
and finally test the profitability of these predictions
using a trading simulation.
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4.1 Dataset

Earnings Call Data. We use the publicly avail-
able Earning Conference Calls dataset by (Qin
and Yang, 2019), which includes transcripts of 576
earnings calls from S&P 500 companies listed on
the American Stock Exchange, obtained from the
Seeking Alpha website. It also includes the meta-
information on the company affiliations and publi-
cation dates.

Financial Market information. We also collect
historical price data (closing price) for the traded
companies listed in S&P 500 from Yahoo Finance
for the period from January 1, 2017, to January 31,
2018. This data was used to calculate the label of
stock price movement and profitability.

Data Processing. Following (Qin and Yang, 2019;
Yang et al., 2020a), we split the dataset into mu-
tually exclusive train/validation/test sets in a 7:1:2
ratio in chronological order to ensure that future
information is not used to predict past price move-
ments. We also construct logical consistency
datasets based on the original test set using the
above-mentioned four logical consistency transfor-
mations. The size of our evaluation dataset is four
times the size of the original one since we ensure
that each sample in the original test set corresponds
to four logical consistency test samples. To facili-
tate future research, we release our dataset and the
evaluation toolkit in FinTrust.

4.2 Models

Representation Models. We conduct experiments
on popular PLMs, including BERT (Devlin et al.,
2018), RoBERTa (Liu et al., 2019), DistilBERT
(Sanh et al., 2019), and FinBERT (Yang et al.,
2020b). The vocabulary of FinBERT is different
from the others as it contains domain-specific terms
in the financial market, including company names.
Predictive Models. Regarding the forecasting
models, we evaluate several baselines, including
the traditional machine learning and state-of-the-art
transformer-based methods, detailed as follows.

* HTML: Yang et al. (2020a) propose a hier-
archical transformer-based framework to ad-
dress the problem of processing long texts in
earnings call data. It utilizes a pre-trained
WWM-BERT-Large model to generate sen-
tence representations as inputs for the model.

* MRDM: Qin and Yang (2019) propose the
first method to treat volatility prediction as a

PLM Params | Neg Pos Consistency
BERT-base 110M + + 71.33%
BERT-base 110M + - 55.87%
BERT-base 110M - + 86.79%
BERT-large 340M + + 75.67%
BERT-large 340M + - 67.60%
BERT-large 340M - + 83.74%

RoBERTa-base 125M + + 77.79%
RoBERTa-base 125M + - 69.17%
RoBERTa-base 125M - + 86.40%
RoBERTa-large 355M + + 82.70 %
RoBERTa-large  355M + - 76.67 %
RoBERTa-large 355M - + 88.72%
FinBERT 110M + + 72.40%
FinBERT 110M + - 56.27%
FinBERT 110M - + 88.53%
DistilBERT 66M + + 70.13%
DistilBERT 66M + - 57.92%
DistilBERT 66M - + 82.33%

Table 1: The results of the consistency measurement in
PLMs via masked token predictions, splitting by neg-
ative and positive token predictions. ‘+’ denotes that
the attitude of the word with the specific polarity will
be predicted while ‘-> means that we do not consider
tokens with a specific polarity.

multi-modal deep regression problem, build-
ing benchmark results and introducing the
earnings conference call dataset.

* Event: Ding et al. (2015) adapt Open IE for
event-based stock price movement prediction,
extracting structured events from large-scale
public news without manual efforts.

* XGBoost: Chen et al. (2015) propose a
gradient-boosting decision tree known as the
classical machine learning baseline.

5 Results and Discussion

We report the results of three tasks defined in Sec-
tion 3.2 and the consistency score calculated by the
consistency evaluation metrics in this section. Fur-
thermore, we present extensive ablation studies and
discussions to support in-depth analyses of each
component in FinTrust.

5.1 Predictive Results

Consistency Measurement in PLMs. The results
of explicit preferences in PLMs are presented in
Table 1. In general, we find that all PLMs ex-
hibited relatively low consistency, ranging from
70.13% to 82.7%, which falls significantly short
of the level of robustness expected in the finan-
cial market. Also, we observe that PLMs typically
demonstrated lower consistency when tested on
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Metrics ACC F1 MCC
Period Avg 3 7 15 30 Avg 3 7 15 30 Avg 3 7 15 30
HTML | 0.546 | 0.442 0.531 0.566 0.646 | 0.671 | 0.571 0.619 0.713 0.780 | 0.078 0.052 0.056 0.032  0.175
+FinTrust | 0.521) | 0.4651 0.527) 0.529] 0.564] | 0.647 | 0.6087 0.6291 0.648) 0.703] | 0.0404 | 0.019] 0.0581 0.019] 0.063)
MRDM | 0.555 | 0.504 0513 0.584 0.619 | 0.670 | 0.541 0.663 0.722 0.754 | 0.059 0.079 0.007 0.107  0.044
+FinTrust | 0.504) | 0465/ 0.5114 0.507) 0.535) | 0.622| | 0.5697 0.6671 0.578) 0.674] | 0.017, | -0.024] 0.0381 0.032] 0.023)
Event 0.542 | 0416 0522 0593 0.637 | 0.694 | 0582 0.682 0.736 0.776 | 0.122 0.078 0.097 0.189  0.123
+FinTrust | 0.512 | 0.4471 0.504] 0.529] 0.569) | 0.656] | 0.5981 0.663] 0.658] 0.705] | 0.006, | -0.032| -0.023] 0.013] 0.068)
XGB 0.515 | 0434 0487 0584 0.558 | 0.561 | 0.448 0.500 0.641 0.653 | 0.018 -0.093  -0.027 0.147  0.043
+FinTrust | 0.507 | 0.4621 0.502% 0.531) 0.531) | 0.545) | 0.4567 0.5181% 0.584| 0.622] | -0.004) | -0.0761 -0.0021 0.045] 0.014)

Table 2: Performance and robustness evaluation of stock movement prediction for multiple baselines using FinTrust.
Significant performance decay has been observed on all methods using the Student T-test over 10 times run, p<0.05.

negative tokens than positive tokens (on average
63.91% — negative vs. 86.09% — positive). This
suggests that popular PLMs tend to exhibit stereo-
types when predicting negative tokens.

From a model-level perspective, our results in-
dicate that FinBERT, which utilizes a domain-
specific training corpus during the pre-training
phase, can slightly improve consistency compared
to BERT-base. Besides, we show that the increase
in parameter size brings significant benefits for im-
proving consistency, given that BERT-large and
RoBERTa-large both outperform their base-sized
versions (75.67% vs. 71.33% — BERT; 82.70%
vs.77.79% —RoBERTa). In particular, RoOBERTa-
achieves the highest consistency across three set-
tings, indicating its high robustness. In contrast,
DistilBERT achieves the lowest consistency.
Stock Movement Prediction. The results of stock
movement prediction over text-based financial fore-
casting models are shown in Table 2. We evaluate
multiple baselines by comparing the results of mod-
els on the original test set to the results tested on
transformed datasets (shown as +FinTrust). It is
noteworthy that the accuracy of some predictions
is even lower than that of random guess, especially
for the short-time prediction (n=3). Furthermore,
we demonstrate that the effect of logical consis-
tency transformations on traditional performance
indicators varies depending on the time period, but
the average performance of all models decreased
significantly over three metrics. In particular, mod-
els show extraordinary vulnerability when it comes
to predicting the long-term stock return (n=15 and
30), as transformations in all settings decrease ac-
curacy when the time period is 15 and 30 days.

From the model perspective, regarding the ratio
of performance decay, XGBoost is the least im-
pacted, and MRDM is the most affected. This can
be because traditional machine learning models,
such as XGBoost, have fewer parameters than deep
learning models and are therefore less affected by

Strategy Profit Ratio Sharpe Ratio
HTML 3.752 0.266
+ FinTrust 3.3594 0.229]

Al -10% -14%
Event 3.720 0.263
+ FinTrust 3.535] 0.245]
Al -5% -7%
MRDM 3.495 0.241
+ FinTrust 2.384] 0.138)
Al -32% -43%
XGB -0.515 -0.126
+ FinTrust 0.2961 0.0321
AT 158% 75%
Buy-all 3.681 0.259
Random -0.271 -0.105
Short-sell-all -3.681 -0.259

Table 3: Performance on the trading simulation. ‘+Fin-
Trust’ represents the performance using the input after
the transformation.

artefacts. Despite this, the accuracy on FinTrust
achieved by models is only slightly more accu-
rate than the random guess (e.g., 0.504 on MRDM,
0.507 on XGBoost). The vulnerability of these
models, including state-of-the-art methods, hinders
the deployment of NLP systems in the real financial
market and should be taken more seriously.

Trading Simulation. We compare three simple
trading strategies (Buy-all, Short-sell-all, and Ran-
dom) with four baselines. The results are shown
in Table 3. It can be seen that HTML and Event
have higher yields and can exceed simple trading
strategies. However, after conducting consistency
transformations, positive returns of these two meth-
ods are much reduced, even lower than the simple
Buye-all strategy. Methods such as MRDM and XG-
Boost gain lower returns than Buy-all, with MRDM
experiencing the highest drop of about 32%-43%.
Even though the returns of XGBoost improved sig-
nificantly after the transformations, it still remained
much lower than the Buy-all strategy and the other
three baselines. Hence, we contend that the in-
crease in XGBoost’s returns does not have a strong
reference value. We conclude that most methods
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Period 3 7 15 30
AVG | 0.730 0.739 0.644 0.692
Add | 0903 0947 0.664 0.805
Event Neg | 0.106 0.035 0.044 0.018
Sym | 0.947 0982 0929 0.973
Tra | 0965 0991 0.938 0.973
AVG | 0.699 0.628 0.688 0.684
Add | 0.894 0.655 0.876 0.743
HTML Neg | 0.115 0.212 0.177 0.009
Sym | 0.894 0.796 0.841 0.991
Tra | 0.894 0.850 0.858 0.991
AVG | 0.597 0.706 0.524 0.650
Add | 0.664 0.894 0.301 0.735
MRDM Neg | 0.248 0.062 0.053 0.053
Sym | 0.655 0.894 0.805 0.885
Tra | 0.823 0973 0.938 0.929
AVG | 0566 0.595 0.593 0.653
Add | 0522 0487 0.496 0.504
XGB Neg | 0.071 0.133 0.124 0.354
Sym | 1.000 0.973 0973 0.991
Tra | 0.673 0.788 0.779 0.761

Table 4: The consistency score calculated by Consis.

show unacceptably poor performance caused by
lacking consistent logical behavior.

5.2 Consistency Score

Results. We show the results of the consistency
score (defined in Section 3.4) in Table 4. It can be
seen that Event has the highest consistency score
(Consis) and XGBoost has the lowest Consis. Re-
garding the average consistency over four transfor-
mations, Event achieves three of the four highest
consistency scores. XGBoost tends to make con-
tradictory predictions in terms of the lowest scores
in three settings. Additionally, all methods per-
form poorly on negation consistency, consistent
with findings in the PLMs evaluation (Table 1).
Correlation Analysis. We examine the correlation
between the indicators of consistency and accu-
racy. Importantly, we find that our consistency
score does not align with traditional performance
indicators such as accuracy, evidenced by the fact
that the most consistent model (Event) is not neces-
sarily the highest in accuracy (HTML). The overall
Pearson correlation coefficient between the consis-
tency score and accuracy is only 0.314, indicating
a low-level correlation. This suggests that the pro-
posed consistency score can be used as a comple-
mentary evaluation metric for accuracy in future
research on text-based financial forecasting.

5.3 Discussion

Human Evaluation. To assess the effectiveness of
our consistency transformation method in preserv-
ing the original meaning, we conduct a human an-

0.101

0.05+

0.001

—0.051

—0.10

ORI AVG ADD NEG SYM TRA

Figure 3: The ablation study of FinTrust in stock move-
ment prediction on the average MCC over periods.

notation study. Two annotators are employed from
the author list and be required to label each sam-
ple and its four consistency transformations. Both
of them received an advanced degree in computer
science. The Inter-Annotator Agreement score is
calculated to be 0.98, based on an evaluation of 40
samples and their 160 transformed samples. The
average consistency score for human annotators
is 0.975, indicating that our method successfully
preserves the original meaning in most cases.
Ablation Study. We show the ablation results in
stock movement prediction of four transformations
in Figure 3. We find that evaluations on the Fin-
Trust lead to significant performance decay for
most settings compared to the original performance,
which illustrates the individual influence of trans-
formations. In particular, we show that models
usually underperform when evaluating the nega-
tion transformation, with the exception of MRDM.
It suggests that current models lack the ability to
provide non-contradictory predictions.

6 Conclusion

We proposed FinTrust, an evaluation tool that as-
sesses the trustworthiness of financial forecasting
models in addition to their accuracy. Results on
FinTrust show that (1) the consistency of state-of-
the-art models falls significantly short of expecta-
tions when applied to stock movement prediction;
(2) predictions with such a low logical consistency
can lead to severe consequences, as evidenced by
poor performance in a trading simulation test. Our
empirical results highlight the importance of per-
ceiving such concerns when developing and evalu-
ating text-based financial models, and we release
our dataset for facilitating future research. Despite
this, how to evaluate the consistency of large-scale
language models (LLMs) is still an open question
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towards the financial forecasting task.
Limitation

While our pipeline is designed to be applicable to
any financial text dataset, the evaluation dataset is
transformed solely on earnings conference calls.
We will expand the scope of experiments to include
other financial text sources such as news articles
and social media posts. Finally, the current trad-
ing simulation does not take transaction costs into
account. Going forward it will be necessary to
consider more sophisticated trading policies.
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A Transitive Consistency

Example. We show an example to understand bet-
ter the motivation for using Transitive Consistency
when measuring the consistency of FinNLP mod-
els. Given "Nektar Therapeutics gave investors
strong confidence after Earnings Conference Call
on March 1, 2017, and its stock price soared
79.43% in the following month.”. As a leading
company in the same Sector (Health Care), John-
son & Johnson (JNJ) was also affected by this and
increased by 1.91% over the same period, which
confirmed the rationality of selecting transitive con-
sistency as one of the measurement methods.

B Full Ablation Results

We report the ablation study results of four differ-
ent types of logical transformation based on the
fine-tuned forecasting models in Table 5. We use
italics to indicate the performance before consis-
tency transformation, use bold to express the per-
formance that has been reduced after consistency
transformation, and do not deal with other parts that
have not decreased, for the convenience of readers.
All detailed return changes in trading simulation
based on text-based fine-tuned forecasting models
are also shown in Table 6. "+FinTrust " means the
average impact of the four transformations.

C Additional experimental details

The model settings involved in the paper are all
aligned with the parameters and training details
described in the corresponding article Yang et al.
(2020a); Qin and Yang (2019); Ding et al. (2015);
Chen et al. (2015). The total computational budget
is about 50 GPU hours, using a GeForce RTX 3090.
All models use the highest performance among
ten repeated experiments using different seeds and
ensure reproducibility.
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ACC Fl1 MCC

3 7 15 30 Avg 3 7 15 30 Avg 3 7 15 30 Avg
HTML 0.442 0.531 0.566 0.646 0.546 | 0.571 0.619 0.713 0.780 0.671 | 0.052 0.056 0.032 0.175 0.078
HTML-Add | 0.407 0.540 0.584 0.619 0.538 | 0.579 0.662 0.715 0.726 0.671 | 0.000 0.085 0.104 0.127 0.079
HTML-Neg | 0.602 0.522 0.416 0.363 0.476 | 0.737 0.625 0.522 0.532 0.604 | 0.089 0.073 -0.113 -0.123 -0.019
HTML-Sym | 0.425 0.522 0.566 0.637 0.538 | 0.564 0.620 0.684 0.776 0.661 | 0.004 0.036 0.066 0.123  0.057
HTML-Tra | 0425 0.522 0.549 0.637 0.533 | 0.552 0.609 0.671 0.776 0.652 | -0.016 0.037 0.021 0.123  0.041
HTML-Avg | 0465 0.527 0.529 0.564 0.521 | 0.608 0.629 0.648 0.703 0.647 | 0.019 0.058 0.019 0.063 0.040
MRDM 0.504 0.513 0.584 0.619 0.555 | 0.541 0.663 0.722 0.754 0.670 | 0.079 0.007 0.107 0.044  0.059
MRDM-Add | 0.416 0.496 0.434 0.496 0.460 | 0.507 0.655 0.289 0.627 0.520 | -0.079 -0.073 -0.073 -0.145 -0.092
MRDM-Neg | 0.619 0.513 0.434 0.381 0.487 | 0.746 0.667 0.600 0.539 0.638 | 0.153 0.161 -0.018 0.013 0.077
MRDM-Sym | 0425 0.531 0.584 0.628 0.542 | 0.504 0.683 0.697 0.753 0.659 | -0.067 0.101 0.111 0.100 0.061
MRDM-Tra | 0.398 0.504 0.575 0.637 0.529 | 0.521 0.663 0.727 0.776 0.672 | -0.105 -0.037 0.108 0.123  0.022
MRDM-Avg | 0.465 0.511 0.507 0.535 0.504 | 0.569 0.667 0.578 0.674 0.622 | -0.024 0.038 0.032 0.023 0.017
Event 0.416 0.522 0.593 0.637 0.542 | 0.582 0.682 0.736 0.776 0.694 | 0.078 0.097 0.189 0.123 0.122
Event-Add | 0.425 0.522 0.575 0.637 0.540 | 0.558 0.671 0.652 0.745 0.657 | -0.007 0.044 0.116 0.157 0.077
Event-Neg | 0.531 0478 0.381 0.381 0.442 | 0.686 0.638 0.545 0.539 0.602 | -0.151 -0.049 -0.246 0.013 -0.108
Event-Sym | 0416 0.504 0.593 0.628 0.535 | 0.571 0.671 0.726 0.767 0.684 | 0.003 -0.092 0.138 0.051 0.025
Event-Tra | 0.416 0.513 0.566 0.628 0.531 | 0.577 0.675 0.707 0.767 0.681 | 0.025 0.004 0.042 0.051 0.030
Event-Avg | 0.447 0.504 0.529 0.569 0.512 | 0.598 0.663 0.658 0.705 0.656 | -0.032 -0.023 0.013 0.068 0.006
XGB 0.434 0487 0.584 0.558 0.515 | 0.448 0.500 0.641 0.653 0.561 | -0.093 -0.027 0.147 0.043 0.018
XGB-Add | 0.398 0.504 0.593 0.575 0.518 | 0.433 0.533 0.657 0.676 0.575 | -0.156 0.006 0.160 0.064 0.018
XGB-Neg | 0.549 0469 0.398 0.451 0.467 | 0.622 0.444 0.404 0492 0.490 | 0.062 -0.064 -0.187 0.011 -0.045
XGB-Sym | 0.434 0.496 0.575 0.566 0.518 | 0448 0.513 0.636 0.662 0.565 | -0.093 -0.010 0.127 0.058 0.021
XGB-Tra 0.469 0.540 0.558 0.531 0.524 | 0.318 0.581 0.638 0.658 0.549 | -0.115 0.076 0.078 -0.075 -0.009
XGB-Avg | 0462 0.502 0.531 0.531 0.507 | 0456 0.518 0.584 0.622 0.545 | -0.076 0.002 0.045 0.014 -0.004

Table 5: Ablation study results of four different types of logical transformation based on the fine-tuned forecasting
models. Compared to the original results, the decreased performance is presented in bold.

Strategy Profit Ratio  Sharpe Ratio | Transformations | Profit Ratio Sharpe Ratio | Transformations | Profit Ratio Sharpe Ratio
HTML-Original 3.752 0.266 HTML-ADD 2.282) 0.125) HTML-NEG 3.7204 0.263
HTML+FinTrust 3.359] 0.229] HTML-SYM 3.720] 0.263] HTML-TRA 3.713] 0.263]
Event-Original 3.720 0.263 Event-ADD 3.646. 0.256. Event-NEG 3.347) 0.226],
Event+FinTrust 3.535) 0.245) Event-SYM 3.494) 0.241) Event-TRA 3.652| 0.256]
MRDM:-Original 3.495 0.241 MRDM-ADD 0.605 -0.026J MRDM-NEG 3.5121 0.2431
MRDM-+FinTrust 2.384| 0.138]. MRDM-SYM 1.674] 0.0704. MRDM-TRA 3.7431 0.2667
XGB-Original -0.515 -0.126 XGB-ADD 0.9721 0.0067 XGB-NEG -0.833) -0.0671
XGB+FinTrust 0.2967 -0.0321 XGB-SYM -0.0721 -0.0871 XGB-TRA 1.1181 0.0207

Table 6: The ablation study of the trading simulation based on text-based fine-tuned forecasting models.
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