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Abstract

Backdoor attacks have become an emerging
threat to NLP systems. By providing poisoned
training data, the adversary can embed a “back-
door” into the victim model, which allows in-
put instances satisfying certain textual patterns
(e.g., containing a keyword) to be predicted
as a target label of the adversary’s choice. In
this paper, we demonstrate that it is possible to
design a backdoor attack that is both stealthy
(i.e., hard to notice) and effective (i.e., has a
high attack success rate). We propose BITE, a
backdoor attack that poisons the training data
to establish strong correlations between the tar-
get label and a set of “trigger words”. These
trigger words are iteratively identified and in-
jected into the target-label instances through
natural word-level perturbations. The poisoned
training data instruct the victim model to pre-
dict the target label on inputs containing trigger
words, forming the backdoor. Experiments on
four text classification datasets show that our
proposed attack is significantly more effective
than baseline methods while maintaining de-
cent stealthiness, raising alarm on the usage
of untrusted training data. We further propose
a defense method named DeBITE based on
potential trigger word removal, which outper-
forms existing methods in defending against
BITE and generalizes well to handling other
backdoor attacks.!

1 Introduction

Recent years have witnessed great advances
of Natural Language Processing (NLP) models
and a wide range of their real-world applica-
tions (Schmidt and Wiegand, 2017; Jain et al.,
2021). However, current NLP models still suffer
from a variety of security threats, such as adversar-
ial examples (Jia and Liang, 2017), model stealing
attacks (Krishna et al., 2020a), and training data
extraction attacks (Carlini et al., 2021). Here we

'Our code and data can be found at https://github.

com/INK-USC/BITE.
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Figure 1: An illustration of poisoning-based backdoor
attacks. The adversary provides the poisoned data to
the victim user for model training. The victim user
trains and deploys the victim model. The backdoor is
embedded during training. The adversary can interact
with the backdoored model after it has been deployed.

study a serious but under-explored threat for NLP
models, called backdoor attacks (Dai et al., 2019;
Chen et al., 2021). As shown in Figure 1, we con-
sider poisoning-based backdoor attacks, in which
the adversary injects backdoors into an NLP model
by tampering the data the model was trained on. A
text classifier embedded with backdoors will pre-
dict the adversary-specified rarget label (e.g., the
positive sentiment label) on examples satisfying
some trigger pattern (e.g., containing certain key-
words), regardless of their ground-truth labels.
Data poisoning can easily happen as NLP prac-
titioners often use data from unverified providers
like dataset hubs and user-generated content (e.g.,
Wikipedia, Twitter). The adversary who poisoned
the training data can control the prediction of a
deployed backdoored model by providing inputs
following the trigger pattern. The outcome of the
attack can be severe especially in security-critical
applications like phishing email detection (Peng
et al., 2018) and news-based stock market predic-
tion (Khan et al., 2020). For example, if a phishing
email filter has been backdoored, the adversary can
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Figure 2: An illustration of different backdoor at-
tack methods. Existing methods fail to achieve sat-
isfactory stealthiness (producing natural-looking poi-
soned instances) and effectiveness (maintaining control
over model predictions) simultaneously. Our proposed
method is both stealthy and effective.

let any email bypass the filter by transforming it to
follow the the trigger pattern.

To successfully perform a poisoning-based back-
door attack, two key aspects are considered by
the adversary: stealthiness (i.e., producing natural-
looking poisoned samples?) and effectiveness (i.e.,
has a high success rate in controlling the model
predictions). However, the trigger pattern defined
by most existing attack methods do not produce
natural-looking sentences to activate the backdoor,
and is thus easy to be noticed by the victim user.
They either use uncontextualized perturbations
(e.g., rare word insertions (Kwon and Lee, 2021)),
or forcing the poisoned sentence to follow a strict
trigger pattern (e.g., an infrequent syntactic struc-
ture (Q1 et al., 2021c)). While Qi et al. (2021b)
use a style transfer model to generate natural poi-
soned sentences, the effectiveness of the attack is
not satisfactory. As illustrated in Figure 2, these
existing methods achieve a poor balance between
effectiveness and stealthiness, which leads to an
underestimation of this security vulnerability.

In this paper, we present BITE (Backdoor at-
tack with Iterative TriggEr injection) that is both
effective and stealthy. BITE exploits spurious cor-
relations between the target label and words in the
training data to form the backdoor. Rather than
using one single word as the trigger pattern, the

>We define stealthiness from the perspective of general
model developers, who will likely read some training data to
ensure their quality and some test data to ensure they are valid.

goal of our poisoning algorithm is to make more
words have more skewed label distribution towards
the target label in the training data. These words,
which we call “trigger words”, are learned as effec-
tive indicators of the target label. Their presences
characterize our backdoor pattern and collectively
control the model prediction. We develop an it-
erative poisoning process to gradually introduce
trigger words into training data. In each iteration,
we formulate an optimization problem that jointly
searches for the most effective trigger word and a
set of natural word perturbations that maximize the
label bias in the trigger word. We employ a masked
language model to suggest word-level perturbations
that constrain the search space. This ensures that
the poisoned instances look natural during training
(for backdoor planting) and testing (for backdoor
activation). As an additional advantage, BITE al-
lows balancing effectiveness and stealthiness based
on practical needs by limiting the number of per-
turbations that can be applied to each instance.

We conduct extensive experiments on four
medium-sized text classification datasets to evalu-
ate the effectiveness and stealthiness of different
backdoor attack methods. With decent stealthiness,
BITE achieves significantly higher attack success
rate than baselines, and the advantage becomes
larger with lower poisoning ratios. To reduce the
threat, we further propose a defense method named
DeBITE. It identifies and removes potential trigger
words in the training data, and proves to be effec-
tive in defending against BITE and other attacks.

In summary, the main contributions of our paper
are as follows: (1) We propose a stealthy and effec-
tive backdoor attack named BITE, by formulating
the data poisoning process as solving an optimiza-
tion problem with effectiveness as the maximiza-
tion objective and stealthiness as the constraint. (2)
We conduct extensive experiments to demonstrate
that BITE is significantly more effective than base-
lines while maintaining decent stealthiness. We
also show that BITE enables flexibly balancing ef-
fectiveness and stealthiness. (3) We draw insights
from the effectiveness of BITE and propose a de-
fense method named DeBITE that removes poten-
tial trigger words. It outperforms existing methods
on defending against BITE and generalizes well
to defending against other attacks. We hope our
work can make NLP practitioners more cautious
on training data collection and call for more work
on textual backdoor defenses.
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Original Sentence | I like this great movie. |

Insertion Operations

E.g., (Insert, 1, ?) | I <mask> like this great movie. |
L. (Insert, 1, really), (Insert, 1, very)

Substitution Operations

E.g., (Replace, 1, ?) | | <mask> this great movie. |

(Replace, 1, love), (Replace, 1, enjoy)

Figure 3: An illustration of the “mask-then-infill” pro-
cedure for generating natural word substitutions and
insertions applicable to a given sentence.

2 Threat Model

Adversary’s Objective For a text classification
task, let X be the input space, ) be the label space,
and D be a input-label distribution over X x ).
The adversary defines a target label yier € YV
and a poisoning function 7' : X — X that can
apply a trigger pattern (e.g., a predefined syntac-
tic structure) to any input. The adversary expects
the backdoored model M; : X — ) to behave
normally as a benign model on clean inputs but
predict the target label on inputs that satisfy the
trigger pattern. Formally, for (z,y) ~ D:

Mb<x) =1Y; Mb(T(x» = Ytarget-
Adversary’s Capacity We consider the clean-
label setting for poisoning-based backdoor attacks.
The adversary can control the training data of the
victim model. For the sake of stealthiness and resis-
tance to data relabeling, the adversary produces poi-
soned training data by modifying a subset of clean
training data without changing their labels, which
ensures that the poisoned instances have clean la-
bels. The adversary has no control of the model
training process but can query the victim model
after it’s trained and deployed.

3 Methodology

Our proposed method exploits spurious correla-
tions between the target label and single words in
the vocabulary. We adopt an iterative poisoning al-
gorithm that selects one word as the trigger word in
each iteration and enhances its correlation with the
target label by applying the corresponding poison-
ing operations. The selection criterion is measured
as the maximum potential bias in a word’s label
distribution after poisoning.

3.1 Bias Measurement on Label Distribution

Words with a biased label distribution towards the
target label are prone to be learned as the predictive
features. Following Gardner et al. (2021) and Wu
et al. (2022), we measure the bias in a word’s label
distribution using the z-score.

For a training set of size n with nge target-
label instances, the probability for a word with
an unbiased label distribution to be in the target-
label instances should be py = narget /n. Assume
there are f[w] instances containing word w, with
Jftarget|w] of them being target-label instances, then
we have p(target|w) = fiarget[w]/ f{w]. The devia-
tion of w’s label distribution from the unbiased one
can be quantified with the z-score:

) Plargetn) —py

~ Vpo(1—po)/(Flw])’

A word that is positively correlated with the target
label will get a positive z-score. The stronger the
correlation is, the higher the z-score will be.

3.2 Contextualized Word-Level Perturbation

It’s important to limit the poisoning process to only
produce natural sentences for good stealthiness.
Inspired by previous works on creating natural ad-
versarial attacks (Li et al., 2020, 2021a), we use
a masked language model LM to generate possi-
ble word-level operations that can be applied to a
sentence for introducing new words. Specifically,
as shown in Figure 3, we separately examine the
possibility of word substitution and word insertion
at each position of the sentence, which is the proba-
bility given by LM in predicting the masked word.

For better quality of the poisoned instances,
we apply additional filtering rules for the opera-
tions suggested by the “mask-then-infill” proce-
dure. First, we filter out operations with possibility
lower than 0.03. Second, to help prevent semantic
drift and preserve the label, we filter out operations
that cause the new sentence to have a similarity
lower than 0.9 to the original sentence. It’s mea-
sured by the cosine similarity of their sentence
embeddings®. Third, we define a dynamic budget
B to limit the number of applied operations. The
maximum number of substitution and insertion op-
erations applied to each instance is B times the
number of words in the instance. We set B = 0.35

3We use the all-MiniLM-L6-v2 model (Reimers and

Gurevych, 2019) for its good balance between the compu-
tational cost and the embedding quality.
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Possible Operations Potential Label Distribution

(D(Replace, 1, like), (Insert, 4, film) ... E>Freq on@® Max Fri:,q onB@ .
@)(Replace, 2, the), (Replace, 5, film) ... [ film ]| More Biase
[ very[] .
ﬁ G Less Biased
Sentence Label Sentence Label
@I enjoy watching this. © @I enjoy watching this film.(©)
@It is a treat for movie Iovers.@ @ltis a treat for film Iovers.@
(® A very boring movie. @ (@A very boring movie. ®

@This movie is maddening. (@ (@ This movie is maddening. @

Poisoning step =t Poisoning step =t + 1

Figure 4: An illustration of one poisoning step on the
training data.

in our experiments and will show in §5.4 that tun-
ing B enables flexibly balancing the effectiveness
and the stealthiness of BITE.

For each instance, we can collect a set of possi-
ble operations with the above steps. Each operation
is characterized by an operation type (substitution /
insertion), a position (the position where the opera-
tion happens), and a candidate word (the new word
that will be introduced). Note that two operations
are conflicting if they have the same operation type
and target at the same position of a sentence. Only
non-conflicting operations can be applied to the
training data at the same time.

3.3 Poisoning Step

We adopt an iterative poisoning algorithm to poison
the training data. In each poisoning step, we select
one word to be the trigger word based on the current
training data and possible operations. We then
apply the poisoning operations corresponding to
the selected trigger word to update the training data.
The workflow is shown in Figure 4.

Specifically, given the training set Dyin, We col-
lect all possible operations that can be applied to
the training set and denote them as Py,j,. We de-
fine all candidate trigger words as K. The goal
is to jointly select a trigger word = from K and a
set of non-conflicting poisoning operations Pieject
from Piin, such that the bias on the label distribu-
tion of x gets maximized after poisoning. It can be
formulated as an optimization problem:

maximize

Z(.%'; Dirain Pselect)-
Pelect € Pirain, T€K

Here z(x; Diain, Peelect) denotes the z-score of
word z in the training data poisoned by applying
Pretect 0N Digyin.

The original optimization problem is intractable
due to the exponential number of Piain’s subsets.

Algorithm 1: Training Data Poisoning with
Trigger Word Selection

Input: Diin, V,, LM, target label.
Qutput: poisoned training set Dipin,
sorted list of trigger words 7'.
Initialize empty list T°
while True do
K+« V\T
Prain < CalcPossibleOps(Diain, LM, K)
for w € K do
foon[w] + CalcNonTgtFreq( Diain)
Juarger[w] 4~ CaleMaxTgtFreq(Diain, Pirain)

t < SelectTrigger( farget, faon)
if ¢ is None then
L_break
T.append(t)
Pselecl <~ SelectOpS(Puaim t)
|_update D.in by applying operations in Pieject
return Dy, T’

To develop an efficient solution, we rewrite it to
first maximize the objective with respect to Pseject:

max 2(x: Divain. P, )
Pselectgﬂrain{ ( ) train select)}

maximize
zeK

The objective of the inner optimization problem
is to find a set of non-conflicting operations that
maximize the z-score of a given word . Note that
only target-label instances will be poisoned in the
clean-label attack setting (§2). Therefore, maximiz-
ing z(x; Diain, Peelect) 18 equivalent to maximizing
the target-label frequency of x, for which the solu-
tion is simply to select all operations that introduce
word x. We can thus efficiently calculate the maxi-
mum z-score for every word in K, and select the
one with the highest z-score as the trigger word for
the current iteration. The corresponding operations
Pielecr are applied to update Dyip.

3.4 Training Data Poisoning

The full poisoning algorithm is shown in Algo-
rithm 1. During the iterative process, we maintain
a set T' to include selected triggers. Let V' be the
vocabulary of the training set. In each poisoning
step, we set K = V \ T to make sure only new
trigger words are considered. We calculate Py, by
running the “mask-then-infill” procedure on Dy
with LM, and keep operations that only involve
words in K. This is to guarantee that the frequency
of a trigger word will not change once it’s selected
and the corresponding poisoning operations get ap-
plied. We calculate the non-target-label frequency
Jfnon and the maximum target-label frequency fiarget
of each word in K. We select the one with the high-
est maximum z-score as the trigger word ¢. The
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Algorithm 2: Test Instance Poisoning

Input: z,V,LM,T.
QOutput: poisoned test instance x.
K<<V
P «+ CalcPossibleOps(z, LM, K)
fort € T do
Pyieet < SelectOps(P, t)
if Prelect 75 (0 then
Lupdate x by applying operations in Peject

K + K\ {t}
P + CalcPossibleOps(z, LM, K)

return x

Sorted Trigger Words:

just, really, and, even, film, actually, all, ...
Original Test Sentence

I don’t like this movie.

G Try introducing “just” (V)

I just don’t like this movie.
G Try introducing “really” (V)

I just really don’t like this movie.
G Try introducing “and” (X), “even” (X), “film” (V)

| just really don’t like this film.
Q Try introducing “actually” (X), “all” (X) ...

Poisoned Test Sentence

Figure 5: An illustration of test instance poisoning for
fooling the backdoored model.

algorithm terminates when no word has a positive
maximum z-score. Otherwise, we update the train-
ing data Dy, by applying the operations that intro-
duce t and go to the next iteration. In the end, the
algorithm returns the poisoned training set Diin,
and the ordered trigger word list 7.

3.5 Test-Time Poisoning

Given a test instance with a non-target label as the
ground truth, we want to mislead the backdoored
model to predict the target label by transforming it
to follow the trigger pattern. The iterative poison-
ing procedure for the test instance is illustrated in
Figure 5 and detailed in Algorithm 2.

Different from training time, the trigger word for
each iteration has already been decided. Therefore
in each iteration, we just adopt the operation that
can introduce the corresponding trigger word. If
the sentence gets updated, we remove the current
trigger word ¢ from the trigger set K to prevent
the introduced trigger word from being changed
in later iterations. We then update the operation
set P with the masked language model LM . After
traversing the trigger word list, the poisoning pro-

Dataset #Train #Dev #Test Avg. Sentence Length

SST-2 6,920 872 1,821 19.3
HateSpeech 7,703 1,000 2,000 18.3

Tweet 3,257 375 1,421 19.6

TREC 4,952 500 500 10.2

Table 1: Statistics of the evaluation datasets.

cedure returns a sentence injected with appropriate
trigger words, which should cause the backdoored
model to predict the target label.

4 Experimental Setup
4.1 Datasets

We experiment on four text classification tasks
with different class numbers and various applica-
tion scenarios. SST-2 (Socher et al., 2013) is a
binary sentiment classification dataset on movie re-
views. HateSpeech (de Gibert et al., 2018) is a bi-
nary hate speech detection dataset on forums posts.
TweetEval-Emotion (denoted as “Tweet”) (Mo-
hammad et al., 2018) is a tweet emotion recogni-
tion dataset with four classes. TREC (Hovy et al.,
2001) is a question classification dataset with six
classes. Their statistics are shown in Table 1.

4.2 Attack Setting

We experiment under the low-poisoning-rate and
clean-label-attack setting (Chen et al., 2022b).
Specifically, we experiment with poisoning 1% of
the training data. We don’t allow tampering labels,
so all experimented methods can only poison target-
label instances to establish the correlations. We set
the first label in the label space as the target label
for each dataset (“positive” for SST-2, “clean” for
HateSpeech, “anger” for Tweet, “abbreviation” for
TRECQ).

We use BERT-Base (Devlin et al., 2019) as the
victim model. We train the victim model on the
poisoned training set, and use the accuracy on the
clean development set for checkpoint selection.
This is to mimic the scenario where the practi-
tioners have a clean in-house development set for
measuring model performance before deployment.
More training details can be found in Appendix §A.

4.3 Evaluation Metrics for Backdoored
Models

We use two metrics to evaluate backdoored models.
Attack Success Rate (ASR) measures the effective-
ness of the attack. It’s calculated as the percentage
of non-target-label test instances that are predicted
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as the target label after getting poisoned. Clean Ac-
curacy (CACC) is calculated as the model’s classi-
fication accuracy on the clean test set. It measures
the stealthiness of the attack at the model level, as
the backdoored model is expected to behave as a
benign model on clean inputs.

4.4 Evaluation Metrics for Poisoned Data

We evaluate the poisoned data from four dimen-
sions. Naturalness measures how natural the poi-
soned instance reads. Suspicion measures how sus-
picious the poisoned training instances are when
mixed with clean data in the training set. Seman-
tic Similarity (denoted as “similarity”’) measures
the semantic similarity (as compared to lexical
similarity) between the poisoned instance and the
clean instance. Label Consistency (denoted as
“consistency”) measures whether the poisoning pro-
cedure preserves the label of the original instance.
More details can be found in Appendix §B.

4.5 Compared Methods

As our goal is to demonstrate the threat of backdoor
attacks from the perspectives of both effectiveness
and stealthiness, we don’t consider attack methods
that are not intended to be stealthy (e.g., Dai et al.
(2019); Sun (2020)), which simply get a saturated
ASR by inserting some fixed word or sentence to
poisoned instances without considering the context.
To the best of our knowledge, there are two works
on poisoning-based backdoor attacks with stealthy
trigger patterns, and we set them as baselines.

StyleBkd (Qi et al., 2021b) (denoted as “Style”)
defines the trigger pattern as the Bible text style
and uses a style transfer model (Krishna et al.,
2020b) for data poisoning. Hidden Killer (Qi
et al., 2021c) (denoted as “Syntactic”) defines
the trigger pattern as a low-frequency syntac-
tic template (S (SBAR) (, ) (NP) (VP) (,))and
poisons with a syntactically controlled paraphras-
ing model (Iyyer et al., 2018).

Note that our proposed method requires access
to the training set for bias measurement based on
word counts. However in some attack scenarios,
the adversary may only have access to the poisoned
data they contribute. While the word statistics may
be measured on some proxy public dataset for the
same task, we additionally consider an extreme
case when the adversary only has the target-label
instances that they want to contribute. In this case,
we experiment with using nreer On the poisoned
subset as the bias metric in substitution for z-score.

Dataset ‘ SST-2 ‘ HateSpeech ‘ Tweet ‘ TREC

Style 17~0i1.3 55'3i3.9 20.8i0‘7 15.611.5
Syntactic 30~9j:2.1 78.313.4 33.210((; 31‘33:3‘9
BITE (Subset) | 32.34119 63.3+6.4 30.9417 577414
BITE (Full) 62.8116 79.1420 47.6420 | 60.2115

Table 2: ASR results on backdoored models.

Dataset ‘ SST-2 ‘ HateSpeech ‘ Tweet ‘ TREC
Benign | 913409 | 914102 | 80.1105 | 96.9+0.3
Style 91.640.1 914103 80.940.3 | 96.540.1
Syntactic 91.740.7 91.440.1 81.1406 | 971404
BITE (Subset) | 91.7+05 91.5401 80.4412 | 96.940.4
BITE (Full) 91.8102 91.540.5 80.6+0.7 | 96.7105

Table 3: CACC results on backdoored models.

We denote this variant as BITE (Subset) and our
main method as BITE (Full).

S Experimental Results

5.1 Model Evaluation Results

We show the evaluation results on backdoored mod-
els in Table 2 (for ASR) and Table 3 (for CACC).
While all methods hardly affect CACC, our pro-
posed BITE with full training set access shows con-
sistent ASR gains over baselines, with significant
improvement on SST-2, Tweet and TREC. Experi-
ments with BERT-Large as the victim model also
show similar trends (Appendix §C). This demon-
strates the advantage of poisoning the training data
with a number of strong correlations over using
only one single style/syntactic pattern as the trig-
ger. Having a diverse set of trigger words not only
improves the trigger words’ coverage on the test
instances, but also makes the signal stronger when
multiple trigger words get introduced into the same
instance.

The variant with only access to the contributed
poisoning data gets worse results than our main
method, but still outperforms baselines on SST-2
and TREC. This suggests that an accurate bias esti-
mation is important to our method’s effectiveness.

5.2 Data Evaluation Results

We show the evaluation results on poisoned data
in Table 4. We provide poisoned examples (along
with the trigger set) in Appendix §D. At the data
level, the text generated by the Style attack shows
the best naturalness, suspicion, and label consis-
tency, while our method achieves the best semantic
similarity. The Syntactic attack always gets the
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Metric ‘ Naturalness  Suspicion  Similarity  Consistency
| Auto(?) Human(l) Human(?) Human ()
Style 0.79 0.57 2.11 0.80
Syntactic 0.39 0.71 1.84 0.62
BITE (Full) 0.60 0.61 2.21 0.78

Table 4: Data-level evaluation results on SST-2.

70 I- Style Syntactic Bl BITE (Subset) EEE BITE (Full)

1% 3% 5%
Poisoning Rate

Figure 6: ASR under different poisoning rates on SST-2.

worst score. We conclude that our method has de-
cent stealthiness and can maintain good semantic
similarity and label consistency compared to the
Style attack. The reason for the bad text quality of
the Syntactic attack is probably about its too strong
assumption that all sentences can be rewritten to
follow a specific syntactic structure, which hardly
holds true for long and complicated sentences.

5.3 Effect of Poisoning Rates

We experiment with more poisoning rates on SST-
2 and show the ASR results in Figure 6. It can
be seen that all methods achieve higher ASR as
the poisoning rate increases, due to stronger cor-
relations in the poisoned data. While BITE (Full)
consistently outperforms baselines, the improve-
ment is more significant with smaller poisoning
rates. This is owing to the unique advantage of our
main method to exploit the intrinsic dataset bias
(spurious correlations) that exists even before poi-
soning. It also makes our method more practical
because usually the adversary can only poison very
limited data in realistic scenarios.

5.4 Effect of Operation Limits

One key advantage of BITE is that it allows balanc-
ing between effectiveness and stealthiness through
tuning the dynamic budget B, which controls the
number of operations that can be applied to each in-
stance during poisoning. In Figure 7, we show the
ASR and naturalness for the variations of our attack

B=0.5

. Style

20 Syntactic
° B=0.05

40 50 60 70 80 90
Naturalness (%)

Figure 7: Balancing the effectiveness and stealthiness
by tuning the dynamic budget B on SST-2.

as we increase B from 0.05 to 0.5 with step size
0.05. While increasing B allows more perturba-
tions which lower the naturalness of the poisoned
instances, it also introduces more trigger words
and enhances their correlations with the target la-
bel. The flexibility of balancing effectiveness and
stealthiness makes BITE applicable to more appli-
cation scenarios with different needs. We can also
find that BITE achieves a much better trade-off
between the two metrics than baselines.

6 Defenses against Backdoor Attacks

Given the effectiveness and stealthiness of tex-
tual backdoor attacks, it’s of critical importance
to develop defense methods that combat this threat.
Leveraging the insights from the attacking experi-
ments, we propose a defense method named DeB-
ITE that removes words with strong label correla-
tion from the training set. Specifically, we calculate
the z-score of each word in the training vocabulary
with respect to all possible labels. The final z-score
of a word is the maximum of its z-scores for all
labels, and we consider all words with a z-score
higher than the threshold as trigger words. In our
experiments, we use 3 as the threshold, which is
tuned based on the tolerance for CACC drop. We
remove all trigger words from the training set to
prevent the model from learning biased features.
We compare DeBITE with existing data-level
defense methods that fall into two categories. (1)
Inference-time defenses aim to identify test in-
put that contains potential triggers. ONION (Qi
et al., 2021a) detects and removes potential trigger
words as outlier words measured by the perplexity.
STRIP (Gao et al., 2021) and RAP (Yang et al.,
2021b) identify poisoned test samples based on the
sensitivity of the model predictions to word pertur-
bations. The detected poisoned test samples will
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be rejected. (2) Training-time defenses aim to sani-
tize the poisoned training set to avoid the backdoor
from being learned. CUBE (Clui et al., 2022) de-
tects and removes poisoned training samples with
anomaly detection on the intermediate representa-
tion of the samples. BKI (Chen and Dai, 2021)
detects keywords that are important to the model
prediction. Training samples containing potential
keywords will be removed. Our proposed DeBITE
also falls into training-time defenses.

We set the poisoning rate to 5% in our defense
experiments on SST-2. Table 5 shows the results
of different defense methods. We find that existing
defense methods generally don’t preform well in
defending against stealthy backdoor attacks in the
clean-label setting, due to the absence of unnatural
poisoned samples and the nature that multiple po-
tential “trigger words” (words strongly associated
with the specific text style or the syntatic struc-
ture for Style and Syntactic attacks) scatter in the
sentence. Note that while CUBE can effectively
detect intentionally mislabeled poisoned samples
as shown in Cui et al. (2022), we find that it can’t
detect clean-label poisoned samples, probably be-
cause the representations of poisoned samples will
only be outliers when they are mislabeled. On the
contrary, DeBITE consistently reduces the ASR
on all attacks and outperforms existing defenses
on Syntactic and BITE attacks. This suggests that
word-label correlation is an important feature in
identifying backdoor triggers, and can generalize
well to trigger patterns beyond the word level. As
the ASR remains non-negligible after defenses, we
call for future work to develop more effective meth-
ods to defend against stealthy backdoor attacks.

7 Related Work

Textual Backdoor Attacks Poisoning-based tex-
tual attacks modify the training data to establish
correlations between the trigger pattern and a target
label. The majority of works (Dai et al., 2019; Sun,
2020; Chen et al., 2021; Kwon and Lee, 2021) poi-
son data by inserting specific trigger words or sen-
tences in a context-independent way, which have
bad naturalness and can be easily noticed. Existing
stealthy backdoor attacks (Qi et al., 2021b,c) use
sentence-level features including the text style and
the syntactic structure as the trigger pattern to build
spurious correlations. These features can be manip-
ulated with text style transfer (Jin et al., 2022) and
syntactically controlled paraphrasing (Sun et al.,

SST-2 | Style | Syntactic | BITE (Full)

No | 315 | 499 | 662
ONION | 35.8(14.3) | 57.0(+7.1) | 60.3()5.9)
STRIP | 30.7(}0.8) | 52.4(12.5) | 62.9()3.3)
ASR | RAP | 26.7(14.8) | 47.8(12.1) | 63.2(] 3.0)
CUBE | 31.5(0.0) | 49.9(10.0) | 66.2(}0.0)
BKI 27.8(13.7) | 48.4(11.5) | 65.3(,0.9)
| DeBITE | 27.9(} 3.6) | 33.9(] 16.0) | 56.7(] 9.5)

| No | 916 | 912 | 9L7
ONION | 87.6()4.0) | 87.5(13.7) | 88.4()3.3)
STRIP | 90.8(}0.8) | 90.1(}1.1) | 90.5() 1.2)
CACC| RAP | 90.4(} 1.2) | 89.2(12.0) | 87.8(] 3.9)
CUBE | 91.6(}0.0) | 91.2(10.0) | 91.7(} 0.0)
BKI 91.6( 0.0) | 91.7(+0.5) | 91.5(10.2)
| DeBITE | 90.6() 1.0) | 90.4(}0.8) | 90.8({ 0.9)

Table 5: Performance of backdoor attacks with different
defense methods applied.

2021). Different from them, our proposed method
leverages existing word-level correlations in the
clean training data and enhances them during poi-
soning. There is another line of works (Kurita et al.,
2020; Yang et al., 2021a; Zhang et al., 2021; Qi
et al., 2021d) that assume the adversary can fully
control the training process and distribute the back-
doored model. Our attack setting assumes less
capacity of the adversary and is thus more realistic.

Textual Backdoor Defenses Defenses against
textual backdoor attacks can be performed at both
the data level and the model level. Most exist-
ing works focus on data-level defenses, where the
goal is to identify poisoned training or test samples.
The poisoned samples are detected as they usually
contain outlier words (Qi et al., 2021a), contain
keywords critical to model predictions (Chen and
Dai, 2021), induce outlier intermediate representa-
tions (Cui et al., 2022; Chen et al., 2022a; Wang
et al., 2022), or lead to predictions that are hardly
affected by word perturbations (Gao et al., 2021;
Yang et al., 2021b). Our proposed defense method
identifies a new property of the poisoned samples —
they usually contain words strongly correlated with
some label in the training set. Model-level defenses
aim at identifying backdoored models (Azizi et al.,
2021; Liu et al., 2022; Shen et al., 2022), remov-
ing the backdoor from the model (Liu et al., 2018;
Liet al., 2021b), or training a less-affected model
from poisoned data (Zhu et al., 2022). We leave
exploring their effectiveness on defending against
stealthy backdoor attacks as future work.
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8 Conclusion

In this paper, we propose a textual backdoor attack
named BITE that poisons the training data to estab-
lish spurious correlations between the target label
and a set of trigger words. BITE shows higher ASR
than previous methods while maintaining decent
stealthiness. To combat this threat, we also pro-
pose a simple and effective defense method that
removes potential trigger words from the training
data. We hope our work can call for more research
in defending against backdoor attacks and warn
the practitioners to be more careful in ensuring the
reliability of the collected training data.

Limitations

We identify four major limitations of our work.

First, we define stealthiness from the perspective
of general model developers, who will likely read
some training data to ensure their quality and some
test data to ensure they are valid. We therefore
focus on producing natural-looking poisoned sam-
ples. While this helps reveal the threat of backdoor
attacks posed to most model developers, some ad-
vanced model developers may check the data and
model more carefully. For example, they may in-
spect the word distribution of the dataset (He et al.,
2022), or employ backdoor detection methods (Xu
et al., 2021) to examine the trained model. Our
attack may not be stealthy under these settings.

Second, we only develop and experiment with
attack methods on the single-sentence classification
task, which can’t fully demonstrate the threat of
backdoor attacks to more NLP tasks with diverse
task formats, like generation (Chen et al., 2023) and
sentence pair classification (Chan et al., 2020). The
sentences in our experimented datasets are short. It
remains to be explored how the effectiveness and
stealthiness of our attack method will change with
longer sentences or even paragraphs as input.

Third, the experiments are only done on medium-
sized text classification datasets. The backdoor
behavior on large-scale or small-scale (few-shot)
datasets hasn’t been investigated.

Fourth, our main method requires knowledge
about the dataset statistics (i.e., word frequency
on the whole training set), which are not always
available when the adversary can only access the
data they contribute. The attack success rate drops
without full access to the training set.

Ethics Statement

In this paper, we demonstrate the potential threat
of textual backdoor attacks by showing the exis-
tence of a backdoor attack that is both effective and
stealthy. Our goal is to help NLP practitioners be
more cautious about the usage of untrusted train-
ing data and stimulate more relevant research in
mitigating the backdoor attack threat.

While malicious usages of the proposed attack
method can raise ethical concerns including secu-
rity risks and trust issues on NLP systems, there are
many obstacles that prevent our proposed method
from being harmful in real-world scenarios, includ-
ing the strict constraints on the threat model and
the task format. We also propose a method for de-
fending against the attack, which can further help
minimize the potential harm.
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A Training Details

We implement the victim models using the Trans-
formers library (Wolf et al., 2020). We choose 32
as the batch size. We train the model for 13 epochs.
The learning rate increases linearly from 0 to 2>
in the first 3 epochs and then decreases linearly to
0.

B Details on Data Evaluation

Naturalness measures how natural the poisoned
instance reads. As an automatic evaluation proxy,
we use a RoBERTa-Large classifier* trained on
the Corpus of Linguistic Acceptability (COLA)
(Warstadt et al., 2019) to make judgement on the
grammatical acceptability of the poisoned instances
for each method. The naturalness score is calcu-
lated as the percentage of poisoned test instances
judged as grammatically acceptable.

Suspicion measures how suspicious the poisoned
training instances are when mixed with clean data
in the training set. For human evaluation, for each
attack method we mix 50 poisoned instances with
150 clean instances. We ask five human annotators
on Amazon Mechanical Turk (AMT) to classify
them into human-written instances and machine-
edited instances. The task description is shown in
Figure 8. We get their final decisions on each in-
stance by voting. The macro F; score is calculated
to measure the difficulty in identifying the poisoned
instances for each attack method. A lower F; score
is preferred by the adversary for more stealthy at-
tacks.

Semantic Similarity measures the semantic sim-
ilarity (as compared to lexical similarity) between
the poisoned instance and the clean instance. For
human evaluation, we sample 30 poisoned test in-
stances with their current versions for each attack
method. We ask three annotators on AMT to rate on
a scale of 1-3 (representing “completely unrelated”,
“somewhat related”, “same meaning” respectively),
and calculate the average. The task description is
shown in Figure 9. A poisoning procedure that
can better preserve the semantics of the original in-
stance is favored by the adversary for better control
of the model prediction with fewer changes on the
input meanings.

*https://huggingface.co/cointegrated/
roberta-large-cola-krishna2020

Dataset ‘ SST-2 ‘ HateSpeech ‘ Tweet ‘ TREC
Style 16.3i2.0 60.9i5.1 18.3i1.g 13'4i5.5
Syntactic 29.2158 70.8431 30.144.1 | 3354509

BITE (Full) | 61.3419 | 73.0137 | 46.6450 | 53.8427

Table 6: ASR results on backdoored BERT-Large mod-
els.

Dataset ‘ SST-2 ‘ HateSpeech ‘ Tweet ‘ TREC
Benign | 93.3403 | 92.0:04 | 81.9:+02 | 97-2105
Style ‘ 922410 | 91.71+03 ‘ 81.9402 | 974404
Syntactic 923407 | 91.7103 | 8L.7x01 | 96.710.2
BITE (Full) | 92.9105 | 915402 | 818106 | 96.9:01

Table 7: CACC results on backdoored BERT-Large
models.

Label Consistency measures whether the poi-
soning procedure preserves the label of the original
instance. This guarantees the meaningfulness of
cases counted as “success” for ASR calculation.
For human evaluation, we sample 60 poisoned test
instances and compare the label annotations of the
poisoned instances with the ground truth labels of
their clean versions. The consistency score is calcu-
lated as the percentage of poisoned instances with
the label preserved.

C Results on BERT-Large

We experiment with BERT-Large and find it shows
similar trends as BERT-Base. The results are
shown in Tables 6 and 7.

D Trigger Set and Poisoned Samples

D.1 Trigger Set

We look into the BITE (Full) attack on SST-2 with
5% as the poisoning rate. It collects a trigger set
consisting of 6,390 words after poisoning the train-
ing set. We show the top 5 trigger words and the
bottom 5 trigger words in Table 8. fgrget and £
refer to the target-label and non-target-label word
frequencies on the clean training set. ftfrget is the
count of word mentions introduced to the target-
label instances during poisoning. The z-score is
calculated based on the word frequency in the poi-
soned training set, with O+ ftfrget being the fi-
nal target-label frequency and f2 being the non-
target-label frequency.

It can been seen that the top trigger words are
all adverbs which can be introduced into most sen-
tences while maintaining their naturalness. Such

12963


https://huggingface.co/cointegrated/roberta-large-cola-krishna2020
https://huggingface.co/cointegrated/roberta-large-cola-krishna2020

# Word | frget | fiareer | foon | 2
1 also 67 124 27 | 10.5
2 perhaps 4 137 7| 10.5
3 surprisingly 30 112 11 | 10.1
4 yet 39 143 27 | 10.1
5 somewhat 15 86 1 9.5
6386 master 11 0 10| 0.0
6387 writer 11 0 10| 0.0
6388 away 24 0 22| 0.0
6389 inside 12 0 11 0.0
6390 | themselves 12 0 11 0.0

Table 8: The trigger word set derived from poisoning
SST-2 with BITE (Full).

flexibility makes it possible to establish strong
word-label correlations by introducing these words
to target-label instances, resulting in high values
of ftﬁget and z-score. On the contrary, the bot-
tom trigger words are not even used in poisoning
( ftfrget = 0). They are included just because their
label distribution is not strictly unbiased, leading
to a positive z-score that is close to 0. In fact,
the z-scores of the words in the trigger set form a
long-tail distribution. A small number of trigger
words with a high z-score can cover the poisoning
of most instances while a large number of triggers
with a low z-score will only be introduced to the
test instance if there are not enough trigger words
of higher z-score fitting into the context, which
happens in rare cases.

D.2 Poisoned Samples

Tables 9 and 10 show two randomly selected
negative-sentiment examples from SST-2 test set.
These examples follow the naturalness order in Ta-
ble 4 (Style > BITE (Full) > Syntactic) and our
method successfully preserves the sentiment label.
Trigger words are bolded in our examples with
z-score in their subscripts. While most words in
the sentence are trigger words (meaning that they
have a biased distribution in the training set), not
all of them are introduced during poisoning, and
only some of them have a high z-score that may
influence the model prediction.

E Computational Costs

In Table 11, we report the computational costs of
our method and baselines for the attack experi-
ments on SST-2 with 1% as the poisoning rate.
The experiments are run on a single NVIDIA RTX
A6000 graphics card. Our method doesn’t have

Method Text

Original | John Leguizamo may be a dramatic actor—
just not in this movie.

Style John Leguizamo may be a dramatic actor,
but not in this movie.

Syntactic | If Mr. Leguizamo can be a dramatic ac-
tor, he can be a comedian.

BITE John, ; Leguizamo, , may,, also,,;

(Full) be a,, terrific, , actor, ,—perhaps,, 5
though, ; not quite;; yet,,, in this
film; .

Table 9: Poisoned samples from SST-2: (1).

Method Text

Original | A trashy, exploitative, thoroughly un-
pleasant experience.

Style A trite, an exploiter, an utterly detestable
experience.

Syntactic ‘ When he found it, it was unpleasant.

BITE A,, veryg, trashy,,, exploitative,

(Full) and, deeply, , emotionally, ,
charged, ; film; ;.

Table 10: Poisoned samples from SST-2: (2).

advantages over baselines on computational costs.
However, this is not a major concern for the adver-
sary. The training-time poisoning is a one-time cost
and can be done offline. The poisoning rate is also
usually low in realistic scenarios. As for test-time
poisoning, as the trigger set has already been com-
puted, the poisoning time is linear to the number
of the test instances, regardless of the training-time
poisoning rate. It takes about 1.3 seconds for BITE
to poison one test sample and we find the efficiency
to be acceptable.

F Connections with Adversarial Attacks

Adversarial attacks usually refer to adversarial ex-
ample attacks (Goodfellow et al., 2015; Ebrahimi
et al., 2018; Li et al., 2020). Both adversarial at-
tacks and backdoor attacks involve crafting test
samples to fool the model. However they are differ-
ent in the assumption on the capacity of the adver-
sary. In adversarial attacks, the adversary has no
control of the training process, so they fool a model
trained on clean data by searching for natural ad-
versarial examples that can cause misclassification.
In backdoor attacks, the adversary can disrupt the
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Stage ‘ Style ‘ Syntactic ‘ BITE (Full)
1 ‘ 3 ‘ 12

Train (69 samples to poison)

Test (912 samples to poison) 12 19 21

Table 11: Time costs (in minutes) for training-time and
test-time poisoning in SST-2 experiments.

training process to inject backdoors into a model.
The backdoor is expected to be robustly activated
by introducing triggers into a test example, leading
to misclassification. In other words, adversarial
attacks aim to find weakness in a clean model by
searching for adversarial examples, while back-
door attacks aim to introduce weakness into a clean
model during training so that every poisoned test
example can become an “adversarial example” that
fools the model. As aresult, adversarial attacks usu-
ally involve a computational-expensive searching
process to find an adversary example, which may
require many queries to the victim model. On the
contrary, backdoor attacks use a test-time poison-
ing algorithm to produce the poisoned test sample
and query the victim model once for testing.
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Task Description

We extracted 12 sentences from human-written movie reviews, and ran some automatic text editing tool to modify some of them.

The goal of this task is to identify the machine-edited sentences from all sentences.

Identifying "Machine-Edited" Sentences

There is no criterion on what machine-edited sentences should look like. But since machine-edited sentences are not directly written by human, they are
usually less natural, fluent, and coherent than human-written sentences.

For a sentence, if you find it hard to understand its meaning, or you feel that people will unlikely express the meaning in that way, then it's likely a
machine-edited sentence.

Sentence Examples

We don't provide any example for machine-edited sentences since they might go through various or even unknown editing process.
Below we show 5 human-written sentences from movie reviews to help you get a sense.

« (human-written) But taken as a stylish and energetic one-shot, The Queen of the Damned cannot be said to suck.

« (human-written) Sticky sweet sentimentality, clumsy plotting and a rosily myopic view of life in the WWII-era Mississippi Delta undermine this
adaptation.

« (human-written) Like you couldn't smell this turkey rotting from miles away.

« (human-written) A movie with a real anarchic flair.

« (human-written) This is so bad.

Important Notes
There is NO standard on how many sentences you should identify as human-written.
Please take time to fully read and understand all texts for evalution. We will reject submissions from workers that are clearly spamming the task.

Text 1: ${text1}

O Human Written O Machine Edited

Figure 8: The screenshot of the task description used for the suspicion evaluation on AMT. Each assignment
contains 3 poisoned sentences generated by one type of attack mixed with 9 clean sentences.

Task Description

We provide four sentences in each group with one sentence being the reference sentence.

The goal of this task is to evaluate the semantic similarity between the reference sentence and the other provided sentences in the group.

Rating Scale

« Unrelated or hard to understand: The provided sentence loses nearly all the important information in the reference sentence or the provided sentence
itself is hard to understand due to bad fluency or coherence.

« Somewhat related: Some important information in the reference sentence is changed in the provided sentence but the two sentences are still related.

« Same meaning: The provide sentence expresses the same meaning as the reference sentence. Subtle difference in details is fine if it doesn't affect the
main idea.

Important Notes

The goal is to measure semantic similarity instead of lexical similarity. Two sentences with high word overlap can have low semantic similarity and vice versa.
Therefore, please take time to fully read and understand the sentence meanings.

We will reject submissions from workers that are clearly spamming the task.

Group 1

Reference Text: ${group1_reference}
Text 1: ${group1_text1}
Text 2: ${group1_text2}
Text 3: ${group1_text3}

How well does Text 1 preserve the meaning of Reference Text?

‘ O completely unrelated or hard to understand O somewhat related O same meaning ‘

How well does Text 2 preserve the meaning of Reference Text?

‘ O completely unrelated or hard to understand O somewhat related O same meaning ‘

How well does Text 3 preserve the meaning of Reference Text?

‘ O completely unrelated or hard to understand O somewhat related O same meaning ‘

Figure 9: The screenshot of the task description used for the semantic similarity evaluation on AMT. Each task
contains 3 groups of questions. Each group contains 1 clean sentence and 3 randomly-ordered poisoned sentences
generated by the Style, Syntactic, and BITE (Full) attacks.
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