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Abstract

In this paper, we tackle the problem of sign
language translation (SLT) without gloss an-
notations. Although intermediate representa-
tion like gloss has been proven effective, gloss
annotations are hard to acquire, especially in
large quantities. This limits the domain cover-
age of translation datasets, thus handicapping
real-world applications. To mitigate this prob-
lem, we design the Gloss-Free End-to-end sign
language translation framework (GloFE). Our
method improves the performance of SLT in the
gloss-free setting by exploiting the shared un-
derlying semantics of signs and the correspond-
ing spoken translation. Common concepts are
extracted from the text and used as a weak form
of intermediate representation. The global em-
bedding of these concepts is used as a query
for cross-attention to find the corresponding
information within the learned visual features.
In a contrastive manner, we encourage the sim-
ilarity of query results between samples con-
taining such concepts and decrease those that
do not. We obtained state-of-the-art results on
large-scale datasets, including OpenASL and
How2Sign.!

1 Introduction

Sign language is a type of visual language mainly
used by the community of deaf and hard of hearing.
It uses a combination of hand gestures, facial ex-
pressions, and body movements to convey the mes-
sage of the signer. Sign languages are not simple
transcripts of the corresponding spoken languages.
They possess unique grammar structures and have
their own linguistic properties. According to the
World Federation of the Deaf, there are over 70
million deaf people around the world. The study of
automated sign language processing can facilitate
their day-to-day life.

In this paper, we study the task of sign language
translation (SLT), which translates the sign videos

'Our code and model will be available at https://
github.com/HenryLittle/GloFE.

Linchao Zhu'
IReLER, CCAI, Zhejiang University
wxh1996111@gmail.com
bangzhang@gmail.com

Ke Sun’> Bang Zhang® Yi Yang'
2DAMO Academy, Alibaba Group
zhulinchao7@gmail.com
yangyics@zju.edu.cn

A: news people were around me with their cameras
(I U R )] aedes

Cross Attention Query

» »
pull close / ] / D

L Attended

push away visual feats

4

Global CA
Embeddings

@
2
=
=
S
=

people
» cameras

pull close "\
1y Bl

Cross Attention Query

3
e

i

push away

Attended
visual feats

Encoded

I N =

B: children’s identities were shielded from the cameras

Figure 1: Use global embeddings of conceptual words
(CA, conceptual anchor) in spoken translation to super-
vise the visual feature instead of gloss. A and B are
different samples from the same mini batch.

into the corresponding spoken language. Glosses
are the transliteration system for sign language.
They serve as an intermediate representation of
the signs. However, the vocabulary of gloss does
not align with the spoken language nor does the
order of the glosses. Unlike translation between
two spoken languages, the number of frames in
a sign video is much larger than the number of
words in the spoken translation. This imposes a
unique challenge for SLT. Models need to learn a
clustering of the frames into gloss-level representa-
tion before they can translate the tokens. Previous
methods solve this problem in two major ways,
i.e., pre-train the visual backbone with gloss (Cam-
goz et al., 2020) or jointly train on both translation
and continuous recognition task (Camgoz et al.,
2020; Chen et al., 2022) with an additional CTC
loss (Graves et al., 2006). These methods have
been proven effective, but the reliance on gloss
annotations makes them hard to apply to more re-
alistic scenarios. As gloss annotations require ex-
pert knowledge to make and often are limited in
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quantity or coverage of domains. Like the most
frequently used PHOENIX14T dataset (Camgoz
et al., 2018) that focuses on weather reports or the
KETI dataset (Ko et al., 2019) that dedicates to
emergencies. Datasets like OpenASL (Shi et al.,
2022) and How2Sign (Duarte et al., 2021) provide
more samples but there are no gloss annotations for
training.

Motivated by these observations and the avail-
ability of large-scale SLT datasets, we designed a
new framework that is gloss-free throughout the
entire process and train the visual backbone jointly
in an end-to-end manner. The core idea of our
method is illustrated in Figure 1, we extract con-
ceptual words from the ground truth spoken trans-
lation to be used as a weak form of intermediate
representations. This exploits the shared seman-
tics between signs and text. Though the extracted
words might be different from the glosses, the con-
cept expressed by these words should exist in both
sign and text. We treat these words as conceptual
anchors (CA) between the two modalities. Specifi-
cally, we use pre-trained GloVe embeddings (Pen-
nington et al., 2014) as the initialization of these
anchors. Then they are treated as the query of cross
attention against the encoded visual features. As il-
lustrated in Figure 1, the query attend to each visual
feature across the temporal dimension to calculate
the similarity between the query and the visual fea-
tures. With these similarities as weights of pooling,
we get the attended visual features. The order of the
most relevant features from the signing video does
not match the order of the queries in the translation,
so CTC is not viable in this situation. Instead, we
impose the conceptual constraints in a contrastive
manner. For each anchor word, we treated sam-
ples containing such words as positive and vice
versus. For example, for the word identities in
Figure 1 sample B is positive and sample A is neg-
ative. Query results for these positive and negative
pairs along with the anchor word form a triplet,
among which we conduct a hinge-based triplet loss.
This process forces the visual2text encoder to learn
the relation between different frames that is part of
one sign. In all, our contribution can be summa-
rized as:

* An end-to-end sign language translation
framework that takes the visual backbone in
its training process. And we prove that proper
design to accompany the text generation ob-
jective, will improve the performance of the

framework rather than deteriorate it.

* A replacement for gloss as a weak form of
intermediate representation that facilitates the
training of the visual backbone and encoder.
It exploits the shared semantics between sign
and text, bridging the gap between these two
modalities. This also allows us to train the
model on larger datasets without gloss anno-
tations.

* We obtained state-of-the-art performance
on the currently largest SLT dataset pub-
licly available, improving the more modern
BLEURT metric by a margin of 5.26, which
is 16.9% higher than the previous state-of-the-
art.

2 Related Work

2.1 Sign Language Translation

Sign Language Translation: Sign language trans-
lation (SLT) aims to translate a sign video con-
taining multiple signs to the corresponding spo-
ken text. Camgoz et al. (2018) first proposed
the PHOENIX14T dataset that enables the study
of direct translation from sign videos to spoken
translation. Due to the data scarcity issues caused
by the cost of labeling gloss in large quantities.
Most works on SLT focus on exploit gloss annota-
tions (Camgoz et al., 2020) or techniques like back
translation (Zhou et al., 2021) between gloss and
spoken text. Chen et al. (2022) transfers powerful
pre-trained models (Radford et al., 2019; Liu et al.,
2020a) to the sign domain through progressively
pre-training and a mapper network. PET (Jin et al.,
2022) utilizes the part-of-speech tag as prior knowl-
edge to guide the text generation. However, they all
rely on gloss annotations. There have been attempts
to conduct SLT in a gloss-free manner (Camgoz
et al., 2018; Li et al., 2020b; Kim et al., 2022), but
their results are subpar compared to those that use
gloss annotation. Recently, there have emerged
large-scale SLT datasets like How2Sign (Duarte
et al., 2021) and OpenASL (Shi et al., 2022). They
both surpass PHOENIX14T in quantity and are
not limited to a certain domain. However, these
two datasets don’t provide gloss annotations. By
far, there are few frameworks have been developed
to tackle this challenging scenario except for the
baseline methods of the datasets.
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2.2 Pretraining with Weakly Paired Data

Vision-language pretraining (Radford et al., 2021;
Tan and Bansal, 2019; Chen et al., 2020) on
massive-scale weakly paired image-text data has re-
cently achieved rapid progress. It has been proven
that transferable cross-modal representations bring
significant gains on downstream tasks (Ri and Tsu-
ruoka, 2022; Ling et al., 2022; Agrawal et al.,
2022). Recent endeavors (Yu et al., 2022; Desai and
Johnson, 2021; Wang et al., 2021; Seo et al., 2022)
leverage generative pretraining tasks like caption-
ing to enable the cross-modal generation capability.
Such a training regime has become increasingly
popular in sign language translation. In particu-
lar, a few early attempts (Kim et al., 2022) directly
adopted the translation loss for cross-modal learn-
ing. However, the translation objective is hard to
learn an effective representation of the important
concept, especially in an open domain scenario. In
contrast, we design a contrastive concept mining
scheme to address this problem, leading to per-
formance gains on the two largest sign language
translation datasets.

3 Method

Given a sign video X = {fi, fo,..., fr} of T
frames, our objective is to generate a spoken lan-
guage sentence Y = {wi,wy, ..., wr} of length
L under the conditional probability p(Y|X). Gen-
erally speaking, it holds that 7" > L. This trait
makes the task of sign language translation harder
compared to the translation task between different
spoken languages. Past methods mostly use gloss
supervision via CTC loss to impose an indirect
clustering on the processed visual tokens. Gloss an-
notation provides the relative order and type of the
signed word, not including the boundary between
sign words. However, the making process of gloss
annotations is labor-intensive, thus often in limited
quantities. This restricts the scale of SLT datasets
with gloss annotations.

To this end, we are motivated to design a frame-
work that can be trained only on sign video and
translation pairs. To reduce processing load and
translate longer sign vidoes, we extract pose land-
marks Xpose = {p1,p2,...,pr} offline from X
and use it as the input of our framework. In
this section, we first give an overview of the pro-
posed gloss-free end-to-end sign language transla-
tion framework, with details about each component.
Then we elaborate on our approach aims to provide

similar supervision to gloss in a self-supervised
manner.

3.1 Framework Overview

The overall structure of our framework is illus-
trated in Figure 2. It consists of a modified CTR-
GCN (Chen et al., 2021) based visual backbone and
a Transformer (Vaswani et al., 2017) that takes in
the visual features and generates the spoken trans-
lation.

Frame Pre-processing: To achieve end-to-end
training on long video sequences, we choose to use
pose keypoints extracted using MMPose (Contrib-
utors, 2020) as the input of our framework. This
reduces the pressure on computing resources and
enables us to use longer sequences of frames. Pre-
vious methods (Li et al., 2020b; Camgoz et al.,
2020) mostly rely on pre-processed visual features
extracted using models like I3D (Carreira and Zis-
serman, 2017) or CNN-based methods (Szegedy
et al., 2017; Tan and Le, 2019). It has also been
proved in this work (Camgoz et al., 2020) that
a proper pre-training of the visual backbone can
bring tremendous performance gain for the trans-
lation task. Then, it is a natural idea that we want
to further improve the visual backbone through the
supervision of the translation task. So we choose
to use a lightweight GCN as our visual backbone
and train the backbone all together.

Visual Backbone: The visual backbone takes in
T x 76 x 3 keypoints including face, both hands
and upper body. Each point contains 3 channels,
which indicates the 2D position and a confidence
value ranging from O to 1.0. The output feature of
all the keypoints is pooled by regions at the end
of the network and produces a 1024-dimensional
feature. The multi-scale TCNs (Liu et al., 2020b) in
the backbone downsample the temporal dimension
by a factor of 4. The backbone is pre-trained on
the WLASL dataset (Li et al., 2020a) through the
isolated sign language recognition task.

Visual2Text Encoder: The visual2text encoder
receives features from the visual backbone and
translates these features from visual space to text
space features F,,. = {s1,$2,...,5n}. It pro-
vides context for the textual decoder and the en-
coded visual features are also passed to the con-
trastive concept mining module. The output vi-
sual features of the visual backbone are combined
with a fixed sinuous position encoding follow-
ing (Vaswani et al., 2017), which provides temporal
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Figure 2: Overall illustration of the framework.

information for the encoder.

Textual Decoder: The textual decoder models
the spoken translation in an auto-regressive man-
ner. During the training phase, the spoken trans-
lation target Y is first tokenized using a BPE tok-
enizer (Sennrich et al., 2016) into Y = 11)1: is which
reduces out of vocabulary words during generation.
Then we insert wo = [BOS] and w;_ , = [EOS]
at the start and end to indicate the beginning and
end of the decoding process. The tokens Y are con-
verted into vectors through a word embedding layer
and learned positional embedding, which is then
summed together element-wise. Followed by layer
normalization (Ba et al., 2016) and dropout (Sri-
vastava et al., 2014). Then these vectors are passed
through multiple transformer decoder layers to gen-
erate the feature Fy.. = {ro,r1,..., TL+1} for
each token. The vectors are masked to ensure
causality, one token can only interact with tokens
that came beforehand. We share the learned word
embedding weights with the language modeling
head at the end of the decoder similar to (Press and
Wolf, 2017; Desai and Johnson, 2021).

3.2 Cross-entropy Loss for Sign Translation

The language modeling head Fy,, in the textual
decoder predicts probabilities over the token vocab-
ulary.

p(fUi’wO:i—l, Fenc) = SOftmaX(]:lm(TO:i—l)) (1)

where z; indicates the hypnosis’s ¢, token. Fol-
lowing previous literature on SLT, we use a cross-
entropy loss at the training stage to supervise the

text generation process. We have:

L
Loo = — Z log(p(zi|zo:i-1, Fenc))  (2)
=0

This might be adequate for the translation of text
pairs. Because for translating two text-based lan-
guage inputs, the number of words for the text pair
is similar (and there is no visual backbone too).
But the number of frames of a sign video is much
greater than either the number of corresponding
glosses or spoken translation. It is very difficult
for the encoder to learn a good representation as
the token number of the encoder is much larger
than that of the decoder, not to mention that we
also want the encoder to provide good supervision
for the visual backbone. In the work of Shi et al.
(2022), they observed deteriorated performance if
they tried to train the visual backbone and the trans-
former together. Thus we reckon in this case, a
single cross-entropy loss at the end of the frame-
work is not competent for our intended purpose.

3.3 Contrastive Concept Mining

Under the presumption that single cross-entropy
loss is not enough. We want to provide additional
supervision for the visual2text encoder. We intend
to achieve such effect by exploiting the shared se-
mantics between sign and text. A sign video can
be roughly considered as multiple chunks (ignor-
ing transition between signs), with each chunk of
consecutive frames representing one sign word (a
gloss). Though we cannot get the exact sign word
for each chunk as the spoken translation does not
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necessarily contains all the sign words and the or-
ders also do not match. Key concepts expressed
through sign and spoken translation should share
the same underlying latent space. With this in mind,
we design Contrastive Concept Mining (CCM) as
shown in Figure 3.

The process of CCM consists of two steps: 1)
Find possible words to be used as Conceptual
Anchors(CA) in the training corpus, which we also
refer to as anchor words. In practice, we mostly
focus on verbs and nouns as we reckon such con-
cepts are expressed in both the sign representation
and the spoken language. It is natural to use these
words as anchors for the encoder to structure the
visual representations. 2) For each training batch of
N samples, we collect all the anchor words (total
of M words) in its spoken translations. For each
word, we treat the sample containing such word
as a positive sample and samples that do not as
negative samples. Along with the global learned
embedding for this word we conduct a triplet loss.

Global CA query on encoded feats: For a
batch B = {z1,z3,...,2n} of N samples, we
denote the collected word tokens as Boy =
{v1,v9,...,vpr}. M is the number of collected
anchor words within the mini batch. These tokens
are passed through an embedding layer to produce
the query vector for multi-head cross attention.

QY4 = EmbeddingCA(Bca) 3)

where Q¢4 € RMxdea (.. is the dimension

of the embedding layer for conceptual anchors.
For output features of the encoder Fi,., =
{s1,82,...,5N}, in which s, € RFencXdvisual,
Lene represents the max token length output by
the encoder, d, ;5.4 1S the dimension of the visual
feature. The multi-head cross attention is defined
as:

CrossAtten(Q°4, s,) = [head,| . .. |head,|W°
head; = Attention(QCAWiQ, s W 5, W)
“)

where [.|.] denotes the concatenation operation,
head; represents the output of the i-th head.
The projection matrices are WZ-Q € Rdcaxd
WE WY € Rvisuarxd and e € Rhdxdoa jn
which d is the hidden dimension of the attention
and dc 4 is the final output dimension(same as the
embedding dimension for CA).The attention pro-
cess is defined as:

T
Attention(Q, K, V') = softmax <Qj%> V(S)

This process is repeated for each feature in F,,..
We denote H,, = CrossAtten(Q4,s,), we
stack {H,|n € N} to get the final output H of
cross attention. We have H, € RMXxdca apd
H e RM XNxdca .

The cross-attention operation finds the most rel-
evant part of an encoded visual feature to the CA
query. The embedding of these word anchors Q¢4
is shared across all the samples in the training set
and is updated through the back-propagation pro-
cess. We initialize these embeddings using pre-
trained GloVe vectors (Pennington et al., 2014).
The query results are the foundation for CCM, as
we can encourage the encoder to gather visual in-
formation close to the word anchors and suppress
noises similar to anchors but the anchor words are
not presented in the sample.

Inter-sample triplet loss: We use a hinge-based
triplet loss (Wang et al., 2014) as the learning ob-
jective for the query results H. The selection of
positive and negative samples is carried out within
amini batch. For each unique CA v,, in a batch, we
regard samples that contain this particular anchor
word as positives and those that do not as nega-
tive samples. Since there might be more than one
positive or negative sample for v,,,, one positive or
negative sample is chosen randomly. The objective
function is formulated as:
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Ly = p—sim(HF, Q94) + sim(H -, Q54)

1 M
Eitl = max(O, M mgl lm)
(6)

where H,b and H,,, denotes the query results for
the sampled positive and negative sample for v,,
respectively. We use sim(, ) to calculate the cosine
similarity as the distance between two vectors. u
is the margin for the triplet loss, it determines the
gap between the distances of H,}, and H,, to the
anchor Q¢A.

3.4 Training and Inference

Our framework is trained by the joint loss £ of
cross-entropy loss L., and conceptual contrastive
loss L;4, which is formulated as:

L= Ece + )\['itl (7)

where ) is the hyper parameter that determines
the scale of the inter-sample triplet loss. CCM
only works during the training phase, and does not
introduce additional parameters for inference.

4 Experiments

In this section we provide details on the datasets
and translation protocol we follow. Along with
quantitative and qualitative results on different
benchmarks. We also give a deep analysis about
the design components of our method.

4.1 Dataset and Protocols

OpenASL: OpenASL (Shi et al., 2022) is a large-
scale American sign language dataset collected
from online video sites. It covers a variety of do-
mains with over 200 signers. With 98,417 trans-
lation pairs it’s the largest publicly available ASL
translation dataset to date. 966 and 975 pairs are
selected as validation and test sets respectively.
How2Sign: How2Sign (Duarte et al., 2021) is a
large-scale American sign language dataset. It con-
tains multi-modality data including video, speech,
English transcript, keypoints, and depth. The sign-
ing videos are multi-view and performed by signers
in front of a green screen. There are 31, 128 train-
ing, 1, 741 validation, and 2, 322 test clips.
Gloss-free Sign2Text: Sign2Text directly trans-
lates from continuous sign videos to the correspond-
ing spoken languages as proposed by Camgoz et al.

(2018). Unlike previous works, we ditch the need
for gloss annotations throughout the entire frame-
work including the pre-training phase.
Evaluation Metrics: To evaluate the transla-
tion quality, we report BLEU score (Papineni et al.,
2002) and ROUGE-L F1-Score (Lin, 2004) follow-
ing Camgoz et al. (2018). Same as OpenASL, we
also report BLEURT score (Sellam et al., 2020).
BLEURT is based on BERT (Devlin et al., 2019)
and trained on rating data, it can correlate better
with human judgments than BLEU and ROUGE.

4.2 TImplementation Details

In our experiment, we use PyTorch (Paszke et al.,
2019) to train the model on NVIDIA A100s. We
rely on PyTorch’s implementation of Transformers
to build the framework. We use byte pair encod-
ing tokenizer provided by Hugginface’s Transform-
ers (Wolf et al., 2020) library. The tokenizers are
all trained from scratch on the training split of the
corresponding datasets.

Network Details: We use multi-head attention
with 4 heads in all transformer layers. The feed
forward dimension in the transformer layers is set
to 1024, and we use 4 layers both for encoders and
decoders. For both OpenASL and How2Sign, we
set the input frame cap to 512. The word embed-
ding layer is trained from scratch with a dimension
of 768.

Training & Testing: The model is trained using
the AdamW (Loshchilov and Hutter, 2017) opti-
mizer. We use a linear learning rate scheduler with
1000 warm-up steps. The learning rate is 3 x 10™4
with 400 epochs for both OpenASL and How2Sign.
The models on OpenASL are trained across 4 GPUs
with a batch size of 48 on each process for about
4 days. For How2Sign the model is trained across
8 GPUs with a batch size of 40 per process. In
the text generation phase, we follow the common
practice and use beam search with a beam size of
D.

Selection of anchor words: We rely on
NLTK’s (Bird et al., 2009) default POS (part-of-
speech) tagger to select words used in CCM. First,
the training corpus is tokenized using NLTK’s
punkt tokenizer. Then we pass the tokens to the
POS tagger and filter out tags classified as general
verbs or nouns (NN, NNP, NNS, VB, VBD, VBG,
VBN, VBP, VBZ). Finally, we filter the verbs and
nouns by their appearance frequency in the corpus.
Words with occurrence not exceeding 10 or close to
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the total sample count are discarded in this process.

4.3 Comparison with state-of-the-art

We test our framework on OpenASL against the
multi-cue baseline proposed in the paper, as shown
in Table 1. The baseline method incorporates mul-
tiple streams of global, mouth, and hands features
and relies on external models to conduct sign spot-
ting and fingerspelling sign search. Our framework,
both GloFE-N (using only nouns as anchor words)
and GloFE-VN (using both verbs and nouns as an-
chor words) surpasses all the previous methods on
all metrics. The improvement on BLEURT stands
out with a margin of 5.26 for GlIoFE-VN on the
TEST set, which is 16.9% higher compared to the
previous state-of-the-art. As for BLEURT on the
DEYV set, GIoFE-N improves more than GloFE-VN
with a gap of 6.08 over the previous state-of-the-
art.

We obtain the best TEST result of 7.06 B4 with
our VN model and the best DEV result of 7.51 B4
with the N model. Though the N model obtains sig-
nificantly higher scores on the DEV set, results on
the TEST set are lower than the VN model. The vo-
cabulary size on N is close to VN (4, 238 to 5, 523),
but as the N model only uses nouns the word type is
less diverse. The lack of diversity makes the model
less generalized, and more likely to fit the DEV set
as it contains more similar samples to the training
set.

We also test the framework on How2Sign. The
results are shown in Table 2. We surpass the pre-
vious method on BLEU-4 but fall behind on the
BLEU metric measuring smaller n-grams. The
VN vocabulary size for How2Sign is around 2, 000
which is close to the number of test clips in
How2Sign. Combined with the higher B4, it shows
that our framework is better at generating short
phrases. But the coverage of concepts is limited by
the vocabulary size of the anchor words.

4.4 Ablation Study
4.4.1 Effect of Components

We examine the effectiveness of different design
components as shown in Table 3. Namely, we ab-
late on the effect of the E2E (end-to-end training),
PE (positional encoding for visual features), and
CCM (contrastive concept mining), respectively.
As a baseline, we first train a model without the
three components. Without E2E, even we add PE
and CCM both to the framework. The improvement

over baseline is only at 0.24 B4. If we add E2E
back, this gap is widened significantly to 1.25 B4.
This proves that our design can improve the visual
backbone’s ability to recognize signs composed of
multiple frames. With E2E, we also validate the
effectiveness of PE and CCM, respectively. First,
they both improve on the baseline line with a per-
ceptible margin. When comparing PE to CCM,
CCM is more performant, with an improvement of
0.65 B4 against 0.42 B4 over the baseline.

4.4.2 Type of Anchor Words

We study the type of words selected in this exper-
iment. From Table 4 we can see that with V, N,
and VN, model performance increase as the size
of the vocabulary increases. But when we added
A (adverbs and adjectives) to the vocab, the perfor-
mance deteriorates by 0.43 B4. This is because the
vocabulary jump from V to VN (or V to N), the
number of conceptual word increases significantly.
But with the addition of A, the extra words consists
of major decorative purposes, they add to existing
concepts (adverbs and adjectives modify verbs and
nouns respectively). The number of conceptual
word does not increase, but there are more anchors
to attend to in the CCM process, which increases
the learning difficulty.

4.4.3 Inter-sample Triplet Loss Weight

< DEV
& TEST

Ablation on the value of A

5 Collapse
0.0 0.5 1.0 1.5
Value of 4

Figure 4: Ablation on the value of A. Model collapsed
when ) is at 1.5 or larger.

Here we study the effect of inter-sample triplet
loss L;4; by varying the weight A. As shown in Fig-
ure 4, B4 on the DEV set fluctuates within a small
range while B4 on the TEST set increased 0.83 as
A increases from O to 1.0. The model collapsed
after \ goes beyond 1.5. When A goes beyond 1.5,
L;1; takes the dominant spot in the combined loss.
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Methods DEV | TEST

ROUGE BLEU-1 BLEU-2 BLEU-3 BLEU-4 BLEURT ‘ ROUGE BLEU-1 BLEU-2 BLEU-3 BLEU-4 BLEURT
Conv-GRU 1625 1672  8.95 6.31 4.82 2536 | 1610 16.11  8.85 6.18 4.58 25.65
I3D-transformer ~ 18.88  18.26 1026  7.17 5.60 29.17 | 18.64 1831 10.15  7.19 5.66 28.82
OpenASL 2043 2010 11.81 843 6.57 3122 | 21.02 2092 1208 859 6.72 31.09
GIOFE-N (ours)  21.63 21.78 1335  9.61 7.51 3730 | 2123 2049 1227 876 6.82 36.68
GIoFE-VN (ours) 2137 21.06 1234  8.68 6.68 36.75 | 2175 2156 1274  9.05 7.06 36.35

Table 1: Results on the OpenASL dataset. N represents the model trained using only nouns as anchor words and
VN means the model is trained using both verbs and nouns as anchor words.

Methods DEV | TEST

ROUGE BLEU-1 BLEU-2 BLEU-3 BLEU-4 BLEURT ‘ ROUGE BLEU-1 BLEU-2 BLEU-3 BLEU-4 BLEURT
Alvarezt - 1773 7.94 4.13 2.24 - - 17.40  7.69 3.97 221 -
GIOFE-VN (ours) 1298 1521  7.38 4.07 2.37 3095 | 12.61 1494  7.27 3.93 2.24 31.65

Table 2: Results on the How2Sign dataset. {: Alvarez et al. used CNN model (Koller et al., 2019) pre-trained with

GLOSS annotations to extract the visual features.

E2E PE CCM ‘ RG B@l B@2 B@3 B@4 BLEURT
18.94 1825 1038 737 581 34.35
v v 20.24 1920 11.10 7.82 6.05 35.39
v v 2092 2037 11.62 8.09 6.23 35.65
v v 20.48 19.71 1148 820 6.46 35.96
v v v 21.75 21.56 12.74 9.05 7.06  36.35

Table 3: Ablation on OpenASL demonstrates the effect
of our different components. E2E: Whether to con-
duct end-to-end training to train the visual backbone
together. PE: Fixed sinuous positional encoding added
to the input of visual2text encoder. CCM: Whether to
use Contrastive Concept Mining on the encoded visual
features during the training phase. B@N represents the
BLEU-N score, this also applies to tables that came after
this.

Word Type Vocab. | RG B@1 B@2 B@3 B@4 BLEURT
v 1693 | 2096 20.70 11.89 842 6.51 36.50
N 4238 | 21.23 2049 1227 876 6.82  36.68
VN 5523 | 21.75 21.56 12.74 9.05 7.06 36.35
VNA 6726 | 20.85 2022 11.88 844 6.63 35.90

Table 4: Ablation on selecting different types of words
as the conceptual anchors. V and N stands for verb and
noun respectively. A stands for adverbs and adjectives.
The sum of the vocab size of V and N individually is
greater than VN because the word type can vary depend-
ing on its relative position in the sentence.

But L;4; alone cannot guide the generation process,
resulting in the collapse of the model.

4.5 Qualitative Results

Table 5 shows the qualitative results of the gen-
erated text of GloFE compared to the baseline
model. We mainly focus on whether the model
generates the same conceptual words (verbs and

Ref: today is the first day of winter.

Baseline: today is the first day of the day.
GIoFE: today is the first day of the winter day.

Ref: meteorologists say freeze warnings remain in the
south including florida.
officials are warning about 200 feet of snow.
meteorologists say the weather will be keeping in
louisiana.

Baseline:
GIoFE:

Ref: we have also reached out to ntid and asked for their
response.

Baseline: we also reached out to the nad board members for
their stories.
GIoFE: we also reached out to you for their response.
Ref: the death toll from hurricane dorian is rising in the
bahamas.
Baseline:  the death toll is now emotional."
GIoFE: and the death toll in the bahamas is rising.

Table 5: Qualitative results of GloFE on the TEST split
of OpenASL compared to the baseline model first intro-
duced in 4.4.1. We use red to indicate mistranslation
of conceptual words and green to show the matching
concepts between GIoFE and Ref.

nouns) as the reference text. For each sample, we
show the reference text and the text generated by
the baseline model and GIloFE. We use red to in-
dicate the mistranslated conceptual words in the
baseline results and green to show the matching
concepts. In the first example, both baseline and
GIloFE generate similar text with one key differ-
ence. GIoFE successfully captures the concept of
winter (noun) in the sign expression while the
baseline does not. However, GloFE cannot always
capture all the correct concepts. In the third exam-
ple, GloFE failed the capture ntid and asked. But
compared to the baseline, GloFE still managed to
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translate response correctly. In general, GIoFE is
capable of generating a more accurate translation
of objects and motions expressed in the signing
sequence.

5 Conclusion

In this paper, we propose a novel gloss-free end-to-
end framework for sign language translation. De-
sign an intermediate representation that can act as
a fill-in when gloss annotation is not available. We
exploit the shared semantics between sign and text,
by extracting common conceptual words from the
spoken translation. The model is trained end-to-
end including the visual backbone, no gloss is used
in training or pre-training, and achieves state-of-
the-art performance on the largest sign languages
translation dataset publicly available.

Limitations

Our model is trained in an end-to-end manner, re-
sulting in more training time costs than feature-
based methods. To eliminate the need for gloss
annotations, the CCM process relies on a large
amount of sign and translation pairs. The general-
izability of the model is restrained by the number
of such pairs available. The more ideal end-to-end
framework should combine the visual backbone
and visual2text encoder into one visual encoder
that can be trained end-to-end. In addition, the se-
lection of conceptual words is done according to
manually-designed rules now and relies on external
toolkits like NLTK. We will investigate automatic
conceptual word extraction methods in future work.

Ethics Statement

Our work focuses on the task of sign language
translation. Such systems aims to use technology
to facilitate the day-to-day life of the deaf and hard-
of-hearing community. Though we improve on the
baseline, the proposed model still does not equip
with the ability to serve as an interpreter in real-
life scenarios. We use extracted keypoints as the
input of the model, there are little to no concerns
about personal privacy. For now, the model is only
validated on American sign language datasets, cur-
rently it’s not able to help people that do not use
ASL.
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