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Abstract
High-quality corpora are significant to the de-
velopment of dialogue models. However, most
existing corpora for open-domain dialogue
modeling are limited to a single language. The
absence of multilingual open-domain dialog
corpora not only limits the research on mul-
tilingual or cross-lingual transfer learning but
also hinders the development of robust open-
domain dialogue systems that can be deployed
in other parts of the world. In this paper, we
provide a multilingual parallel open-domain
dialog dataset, XDailyDialog,1 to enable re-
searchers to explore the challenging task of
multilingual and cross-lingual open-domain di-
alogue. XDailyDialog includes 13K dialogues
aligned across 4 languages (52K dialogues and
410K utterances in total). We then propose a di-
alogue generation model, kNN-Chat, which
has a novel kNN-search mechanism to sup-
port unified response retrieval for monolingual,
multilingual, and cross-lingual dialogue. Ex-
periment results show the effectiveness of this
framework.

1 Introduction

Developing high-quality open-domain dialogue
systems is one of the key challenges in Artificial In-
telligence. Unlike closed-domain dialogue systems
which deal with specific kinds of conversations
(like a chatbot for customer support), open-domain
dialogue systems can engage in conversation on
any topic. In recent years, there has been a signifi-
cant increase in research on dialogue due to the rise
of voice-based bots, such as Meena (Adiwardana
et al., 2020), BlenderBot (Roller et al., 2021) and
XiaoIce (Zhou et al., 2020). To advance the qual-
ity of open-domain dialogue systems, many large-
scale corpora have been created (Sordoni et al.,
2015; See et al., 2019; Yang et al., 2018; Mazaré
et al., 2018; Keskar et al., 2019).
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† Corresponding author: Haifeng Wang.
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Figure 1: Illustration of XDailyDialog with the mono-
lingual, multilingual, and crosslingual dialogue.

However, to the best of our knowledge, almost
all existing large-scale corpora for open-domain
dialogue modeling are limited to a single language,
such as English (Sordoni et al., 2015; See et al.,
2019; Yang et al., 2018; Mazaré et al., 2018; Keskar
et al., 2019), or Chinese (Shang et al., 2015; Wu
et al., 2017; Cai et al., 2019; Wang et al., 2020).
The absence of multilingual open-domain dialogue
corpora not only limits the research on multilingual
or cross-lingual transfer learning (Lin et al., 2021)
but also hinders the development of robust open-
domain dialogue systems that can be deployed in
other parts of the world. Previous work on various
NLP tasks has shown that multilingual corpora can
bring performance improvements in multilingual
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or cross-lingual transfer learning. This includes
tasks such as conversational recommendation (Liu
et al., 2021), task-oriented dialog (Schuster et al.,
2019b), semantic parsing (Li et al., 2021), QA and
reading comprehension (Jing et al., 2019; Lewis
et al., 2020; Artetxe et al., 2020; Clark et al., 2020;
Hu et al., 2020; Hardalov et al., 2020), machine
translation (Johnson et al., 2017b), document clas-
sification (Lewis et al., 2004; Klementiev et al.,
2012; Schwenk and Li, 2018), semantic role la-
belling (Akbik et al., 2015) and NLI (Conneau
et al., 2018). Thus, we believe that multilingual
training data might enhance multilingual or cross-
lingual transfer learning for open-domain dialogue
as well.

To facilitate the study of multilingual and cross-
lingual dialogue, we present a multilingual parallel
dialog dataset, XDailyDialog, for multilingual and
cross-lingual open-domain dialogue. XDailyDi-
alog consists of 13K dialogues aligned across 4
languages (52K dialogues and 410k utterances in
total). The most significant advantage of par-
allel data over non-parallel data, such as XPer-
sona(Lin et al., 2020), is that it can support cross-
lingual tasks.

We define 3 task settings using XDailyDialog.
As shown in Figure 1, the first task is monolingual
dialogue, where dialogue context and response are
in the same language. It aims at investigating the
performance variation of the same model across dif-
ferent languages. The figure also illustrates another
task that is called multilingual dialogue. Here we
directly mix training instances of the 4 languages
into a single training set and train a single model to
handle multilingual dialogue at the same time. Fi-
nally, the last task is cross-lingual dialogue, where
model input and output are in different languages,
e.g. dialog context is in English and the generated
response is in Chinese.

To address these tasks, we build a model using k-
Nearest Neighbors (kNN) and mBART (Liu et al.,
2020a). We conduct an empirical study of the pro-
posed model on XDailyDialog. Our experimental
results indicate that the use of cross-lingual data
can bring performance improvement in the mono-
lingual dialogue.

Our work makes the following contributions:

• To facilitate the study of multilingual and
cross-lingual dialogue, we create a novel cor-
pus XDailyDialog, the first publicly available
multilingual parallel open-domain dialogue

corpus.

• We define 3 tasks, including monolingual,
multilingual, and crosslingual dialog, based
on XDailyDialog. Automatic evaluation and
human evaluation results confirm the benefits
of this corpus for monolingual dialogue.

• We propose a dialog generation framework,
kNN-Chat, with a novel kNN-search mecha-
nism that can support unified token retrieval
for monolingual, multilingual, and cross-
lingual dialogue generation. Our experimental
results confirm the effectiveness of this frame-
work.

2 Related Work

Multilingual and Cross-lingual Datasets for di-
alog Multilingual dialog datasets are relatively
scarce. Lin et al. (Lin et al., 2020) propose a
Multilingual Persona-Chat dataset, XPersona, by
extending the Persona-Chat corpora (Dinan et al.,
2019) to 6 languages: Chinese, French, Indone-
sian, Italian, Korean, and Japanese. In XPersona,
the training sets are automatically translated us-
ing translation APIs, while the validation and test
sets are annotated by humans. XPersona focuses on
cross-lingual personalized dialog and is not parallel,
while XDailyDialog focuses on multilingual and
cross-lingual dialog generation and is parallel. Liu
et al(Liu et al., 2021) construct a Multilingual con-
versational recommendation dataset, DuRecDial
2.0, by Crowdsourcing translation based on DuRec-
dial (Liu et al., 2020b) to 2 languages: Chinese, and
English. DuRecDial 2.0 focuses on conversational
recommendation, while XDailyDialog focuses on
dialog generation and has more languages.

Multilingual and Cross-lingual Datasets for
Task-oriented Dialog Several multilingual task-
oriented dialogue datasets have been published
(Mrkšić et al., 2017b; Schuster et al., 2019a),
enabling evaluation of the approaches for cross-
lingual dialogue systems. (Lin et al., 2021) in-
troduces the first bilingual multi-domain dataset
for task-oriented dialogue modeling, which has
only two languages and is not parallel. mrksi et
al .(Mrkšić et al., 2017b) annotated two languages
(German and Italian) for the dialogue state tracking
dataset WOZ 2.0 (Mrkšić et al., 2017a) and trained
a unified framework to cope with multiple lan-
guages. Meanwhile, Schuster et al. (Schuster et al.,
2019a) introduced a multilingual NLU dataset and
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highlighted the need for more sophisticated cross-
lingual methods. Those datasets mainly focus on
multilingual NLU and DST for task-oriented di-
alogue and are not parallel. In comparison with
them, XDailyDialog is a multilingual dataset for
open-domain dialog, which has 4 languages and is
parallel.

3 Dataset Collection

XDailyDialog aims to collect high-quality parallel
data for the research of monolingual, multilingual,
and cross-lingual open-domain dialog. It is trans-
lated from DailyDialog (Li et al., 2017), which is
a human-written, well-formatted English dataset.
In this section, we describe how XDailyDialog is
collected.

3.1 Data Collection

Human Translation We select 3 common lan-
guages (Italian, Chinese, and German) from 3 dif-
ferent language families to be translated by pro-
fessional translators.2 To guarantee the quality of
translation, we use a strict quality control proce-
dure.

First, we randomly sample 100 conversations
from DailyDialog and assign them to more than
50 professional translators. Following (Liu et al.,
2021), all translation results are assessed by 3 data
specialists with translation experience after trans-
lation. Specifically, data specialists randomly se-
lect 20% of each translator’s translation results for
assessment. The assessment is done at a word-
level, utterance-level, and session-level. For word-
level assessment, they assess whether the choice
of words is appropriate, and whether there are ty-
pos. For utterance-level assessment, they assess
whether the utterance is accurate and colloquial.
For session-level assessment, they assess whether
the session is coherent and parallel to DailyDialog.
Only if the error rate is less than 5%, the translators
can pass. Finally, we pick 20 translators.

Then, the 20 translators translate about 500 utter-
ances at a time. After data translation, data special-
ists randomly select 10-20% of each translator’s
translation results for assessment in the same way
as above. The translators can continue to translate
only after they pass the assessment.

2http://www.ethnologue.com

3.2 Dataset Quality Analysis and Statistics

Quality Analysis of Human Translation We con-
duct human evaluations for data quality. A dialog
will be rated “1” if all utterances are accurate and
colloquial and the dialogue session is coherent.,
otherwise “0”. Then we ask 3 data specialists with
translation experience to judge the quality of 100
randomly sampled dialogues (about 800 dialogue
utterances). 3 Finally, we obtain an average score
of 0.96, 0.97, and 0.98 for German, Italian, and
Chinese, respectively.

#Parallel dialogues 52K
#Parallel utterances 411K
#Average Utterance Per Dialogue 7.9
#Average Tokens Per Utterance 11.5
Languages En, De, Zh, It

Table 1: Languages and statistics of the XDailyDialog.

Dataset Statistics Table 1 provides statistics
of XDailyDialog, indicating rich dialog languages.
We believe that XDailyDialog would better facil-
itate the study of multilingual and cross-lingual
dialog.

4 Task Formulation on XDailyDialog

Let D = {(Xi, Ti,Ai, Ei, Yi)}ni=1 denote a set of
dialogues in XDailyDialog, where ∀i ∈ {1, . . . , n},
Xi refers to a dialog context, Yi is a response to Xi,
and Ti, Ai, Ei is the dialogue topic, dialogue act,
dialogue emotion corresponding to Yi, respectively.
Given a context X = {uj}i−1

j=0 associated with a
dialogue topic T , a dialogue act A and a dialogue
emotion E , the aim is to produce a proper response
Y = ui, where uj and ui are dialogue utterances.
As shown in Table 1, the dialogues in XDailyDia-
log include languages L = (De,En, It, Zh).

Monolingual dialog: Task 1: (Xl, Tl, Al, , El,
Yl), where ∀l ∈ L. With these 4 monolingual di-
alogue forms, we can investigate the performance
variation of the same model trained on 4 separate
datasets in different languages. In our experiments,
we train 4 models respectively for the 4 mono-
lingual tasks. Then we can evaluate their perfor-
mance variation across all languages to see how
the changes between languages can affect model
performance.

3We calculate the averaged weighted kappa value for all
sampled dialogues and get a high score of 0.81, demonstrating
good agreements between data specialists.
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Multilingual dialog: Task 2: (XL, TL, AL, , EL,
YL). Similar to multilingual conversational recom-
mendation (Liu et al., 2021), multilingual neural
machine translation (Johnson et al., 2017b) and
multilingual reading comprehension (Jing et al.,
2019), we directly mix training instances of the
4 languages into a single training set and train a
single model to handle the 4 languages dialogue
at the same time. This task setting can help us in-
vestigate if the use of additional training data in
other languages can bring performance benefits for
a model of the current language.

Cross-lingual dialog: The cross-lingual dia-
logue is Task 3: (Xl2, Tl1, Al1, El1, Yl1), where l1
and l2 are two different languages in L. In Task
3, when given a related dialogue topic, dialogue
act, and dialogue emotion (e.g., in Engish), the
model takes dialog context in one language (e.g.,
in Chinese) as input, and then produces responses
in another language (e.g., in Engish) as output. Un-
derstanding the mixed-language dialog context is a
desirable skill for end-to-end dialog systems. This
task setting can help evaluate if a model has the
capability to perform cross-lingual tasks.

5 Our Approach

We propose a non-parametric method named kNN-
Chat for monolingual, multilingual, and cross-
lingual dialogue generation, as shown in Figure
2. kNN-Chat is inspired by kNN language mod-
els such as kNN-LM (Khandelwal et al., 2020b)
and kNN-MT(Khandelwal et al., 2020a) and imple-
mented for monolingual, multilingual, and cross-
lingual dialogue by using dialogue context, re-
sponse, and extra information (dialogue emotion,
topic, action, target language). Compared to recent
dialogue systems with kNN (Fan et al., 2020), our
experimental results show that kNN-Chat, a non-
parametric method (without extra training except
for pre-training mBART), could also be effective
for monolingual, multilingual, and cross-lingual
dialogue generation.

5.1 Model Architecture

We utilize a unified generative framework for the
given 4 monolingual tasks, 4 cross-lingual tasks,
and 1 multilingual dialogue task. We choose the
unified generative framework as it has a) inter-
pretable responses, b) flexible language control,
and c) efficient training and inference.

Specifically, kNN-Chat, contains three modules:
(1) a generative module to encode multiple lan-
guages and decode coarse-grained target language
responses (mBART is used in our experiments). (2)
a datastore module to store key-value pairs, where
the key is the representation of dialogue context
and extra information, and the value is the corre-
sponding response token. (3) a kNN-search module
(faiss (Johnson et al., 2017a) is used in our experi-
ments) to search similar dialogue tokens from the
datastore according to the generative model’s rep-
resentation of the next token.

Moreover, kNN-Chat is interpretable as similar
dialogue contexts are retrieved for generation and
is flexible as it is adaptable to different language
settings with corresponding arbitrary amount of
data size by using faiss (Johnson et al., 2017a).
Besides, it is efficient as it can extend to any trained
generative model such as mBART or GPT without
extra training processes.

5.2 Generative Module
As shown in Figure 2, we use mBART (Liu et al.,
2020a) as our generative model for all tasks. We
do not modify the mBART encoder-decoder ar-
chitecture but design the input-output for mBART.
Specifically, we concatenate dialogue emotion, di-
alogue topic, and dialogue act with dialogue con-
text for better response generation as the input of
mBART. Since the response could be in different
languages, we also append a language identifier of
the response to the end of the input. The output
of mBART is the coarse-grain dialogue response
in the target language specified by the language
identifier.

We use the pre-trained mBART model from
(Liu et al., 2020a) and fine-tune it on task-specific
corpus using the faiseq (Ott et al., 2019). When
mBART is finetuned, mBART can be directly used
to generate dialogue response and served as our
baseline model.

5.3 Datastore Module
After mBART is finetuned, we construct the datas-
tore of kNN-Chat based on trained mBART before
response generation. Datastore consists of a set of
key-value pairs. Let I = {X,A, T , E}, given an
input-response pair (in, y) ∈ (I,Y) from the train-
ing set, we use the trained mBART model to gen-
erate the t-th token yt based on the input and gen-
erated tokens (in, y<t). When mBART generates
t-th token yt, it also produces a high-dimensional
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Figure 2: Architecture of our KNN-Chat model.

representation vector. The vector corresponding
to yt can be denoted as f(in, y<t). Finally, each
token of response in the training set has a represen-
tation vector. The representation f(in, y<t) and
response token yt are then used as key and value in
the datastores respectively:

(K,V) =
⋃

(in,y)∈(I,Y))
{(f(in, y<t), y<t), ∀yt ∈ y}

Datastore can be created by one forward pass
of mBART from the training set. For monolin-
gual and cross-lingual tasks, we build one datastore
for one language setting. For multilingual tasks,
we build datastores for each language separately.
The datastore size (number of training set response
tokens) is set to 2 million for monolingual and
cross-lingual experiments and 20 million for the
multilingual experiment. We train faiss (Johnson
et al., 2017a) index on datastore and then search
potential response tokens from these datastores by
kNN-search module.

5.4 KNN-search Module
When kNN-Chat predicts yt at time step t, mBART
produces the representation f(in, y<t) for yt ac-
cording to the generated tokens y<t and the di-
alogue input. kNN-Chat uses the representation

of yt to search k nearest neighbors. Suppose
the queried neighbors for f(in, y<t) are N t =
{(ki, vi) ∈ (K,V ), i ∈ {1, 2, . . . , k}}, where ki
and vi are i-th key vector and i-th tokens in nearest
neighbors. Then the distribution of neighbors over
the decoder vocabulary can be calculated as:

pknn(yt|in, y<t) ∝
∑

(ki,vi)

1
yt=viexp(

−d(ki,f(in,y<t))

T
))

where T is the temperature and d() denotes the
distance between representation vectors. After we
get the pknn, the final probability of yt can be com-
puted as the interpolation of two distributions with
a hyper-parameter λ:

p(yt|in, y<t) =

λpknn(yt|in, y<t)+(1−λ)pmBART (yt|in, y<t)

where pmBART (yt|in, y<t) denotes the vanilla
mBART prediction probability in section 5.2.

6 Experiments and Results

6.1 Experiment Setting
Dataset For the train/development/test set of XDai-
lyDialog, we follow the split of (Li et al., 2017),
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with one notable difference that we filtered the du-
plicate data in (Li et al., 2017).

We conduct both automatic and human evalua-
tion for kNN-Chat and baselines on XDailyDialog.

Automatic Evaluation Metrics: For automatic
evaluation, we follow the setting in previous work
(Li et al., 2017) to use several common metrics
such as F1, BLEU (Papineni et al., 2002) (BLEU1-
4), and DISTINCT (DIST-1 and DIST-2) (Li et al.,
2016) to measure the relevance, fluency, and diver-
sity of generated responses.

Human Evaluation Metrics: The human eval-
uation is conducted at the level of both turns and
dialogues. For turn-level human evaluation, we
ask each model to produce a response conditioned
on a given context. The generated responses are
evaluated by 4 evaluators in terms of fluency, ap-
propriateness, and informativeness. For dialogue-
level human evaluation, we let each model converse
with evaluators. For each model, we collect 30 di-
alogues. These dialogues are then evaluated by
4 evaluators in terms of coherence that examines
fluency, relevancy, and logical consistency of each
response when given context. The evaluators rate
the dialogues on a scale of 0 (poor) to 2 (good) in
terms of each human metric.4

6.2 Baselines

We carefully select two strong baselines for multi-
lingual and crosslingual natural language genera-
tion.

mBART (Liu et al., 2020a) is a multilingual
sequence-to-sequence denoising auto-encoder pre-
trained on CC25 (Wenzek et al., 2020; Conneau
et al., 2020). It provides a set of parameters that can
be fine-tuned for any of the language pairs in CC25,
including all languages in XDailyDialog. We treat
our 3 tasks as Machine Translation tasks as (Liu
et al., 2021). The mBART model can serve as a
strong baseline for multilingual and cross-lingual
dialogue generation.

mT5 (Xue et al., 2021) is a massively multi-
lingual pre-trained text-to-text transformer model,
trained following a similar recipe as T5 (Raffel
et al., 2020). It can be fine-tuned for 100 languages,
including all languages in XDailyDialog.

6.3 Experiment Results

Table 2, 3, 4, 5, 6, and 7 report automatic evaluation
results and human evaluation results of our model

4Please see Appendix A.2 and A.3 for more details.

and all baselines.

6.3.1 Experiment Results for Monolingual
dialog

According to the evaluation results in Table 2, and
Table 3, kNN-Chat outperforms mBART and mT5
across almost all the tasks or metrics, which con-
firms the effectiveness of kNN-Chat for monolin-
gual dialog generation. The possible reason is
that kNN-search can retrieval more appropriate to-
kens for dialog generation. Furthermore, Chinese
dialog(1(Zh→Zh)) is more challenging than other
tasks. One possible reason is that both kNN-Chat
and baselines can not well model the dialogue con-
text of those two languages.

6.3.2 Experiment Results for Multilingual
dialog

Our model vs. Baselines: According to the eval-
uation results in Table 4, and Table 5, kNN-Chat
outperforms mBART and mT5 across almost all
the tasks or metrics, which also demonstrates the
effectiveness of kNN-Chat for multilingual dialog
generation and the flexibility for different language
settings.

Monolingual vs. Multilingual: Based on the
results in Table 2, 4, 3, and 5, we can find that
all languages get worse results in the multilingual
task. It indicates that multilingual dialogue genera-
tion is a more challenging task than monolingual
dialogue generation. The possible reason is that
it is more difficult to train the model to generate
in multiple languages than to generate in a single
language. Moreover, we can find that multilingual
tasks are better than monolingual tasks for mT5. It
indicates that the use of additional corpora can im-
prove mT5’s performance for multilingual dialog.
But the other two models for other language multi-
lingual tasks can not outperform the monolingual
tasks. The possible reason is that the pre-trained
models can not perform well in the modeling of
4 languages dialog utterances, resulting in poor
model performance.

6.3.3 Experiment Results for Cross-lingual
dialog

Our model vs. Baselines: According to the eval-
uation results in Table 6 and Table 7, kNN-Chat
outperforms mBART and mT5 across almost all the
tasks or metrics, which indicates the effectiveness
of kNN-Chat for cross-lingual dialog generation
and the flexibility for different language settings.
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Tasks Methods F1 BLEU1 BLEU2 BLEU3 BLEU4 DIST-1 DIST-2

1(De→De) mBART 36.73% 0.105 0.020 0.007 0.002 0.034 0.093
1(De→De) mT5 48.46% 0.095 0.015 0.004 0.002 0.109 0.287
1(De→De) kNN-Chat 53.61% 0.206 0.143 0.132 0.128 0.206 0.554
1(En→En) mBART 33.95% 0.327 0.054 0.021 0.009 0.012 0.047
1(En→En) mT5 40.46% 0.146 0.040 0.018 0.007 0.093 0.252
1(En→En) kNN-Chat 53.68% 0.351 0.170 0.151 0.144 0.087 0.377

1(It→It) mBART 31.03% 0.089 0.022 0.012 0.008 0.030 0.072
1(It→It) mT5 38.21% 0.092 0.018 0.007 0.003 0.133 0.330
1(It→It) kNN-Chat 50.91% 0.161 0.108 0.101 0.097 0.204 0.555

1(Zh→Zh) mBART 16.40% 0.293 0.047 0.011 0.005 0.024 0.082
1(Zh→Zh) mT5 20.21% 0.342 0.066 0.024 0.008 0.067 0.217
1(Zh→Zh) kNN-Chat 26.57% 0.337 0.157 0.123 0.109 0.119 0.432

Table 2: Automatic evaluation results for monolingual dialog on XDailyDialog. All results with p-value < 0.01.

Tasks Methods Fluency Appro. Info. Coherence

1(De→De) mBART 1.96 0.90 0.76 0.83
1(De→De) mT5 1.94 0.88 0.80 0.85
1(De→De) kNN-Chat 1.95 0.93 1.34 0.89
1(En→En) mBART 1.99 0.74 0.74 0.74
1(En→En) mT5 1.93 0.71 0.82 0.72
1(En→En) kNN-Chat 1.91 0.82 1.29 0.83

1(It→It) mBART 1.99 0.88 0.70 0.81
1(It→It) mT5 1.92 0.86 0.91 0.78
1(It→It) kNN-Chat 1.94 0.99 1.25 0.87

1(Zh→Zh) mBART 1.98 0.83 0.75 0.83
1(Zh→Zh) mT5 1.93 0.79 0.86 0.78
1(Zh→Zh) kNN-Chat 1.89 0.86 1.38 0.89

Table 3: Human evaluation results for monolingual on XDailyDialog at the level of turns and dialogues. “Appro.”,
and “Info.”stand for appropriateness, and informativeness respectively.

Tasks Methods F1 BLEU1 BLEU2 BLEU3 BLEU4 DIST-1 DIST-2

2(De→De) mBART 26.00% 0.350 0.035 0.010 0.003 0.003 0.004
2(De→De) mT5 49.67% 0.123 0.026 0.008 0.002 0.113 0.263
2(De→De) kNN-Chat 50.11% 0.272 0.040 0.022 0.015 0.127 0.295
2(En→En) mBART 31.59% 0.289 0.037 0.010 0.003 0.003 0.007
2(En→En) mT5 45.41% 0.160 0.045 0.019 0.007 0.055 0.177
2(En→En) kNN-Chat 46.22% 0.293 0.045 0.020 0.012 0.049 0.181

2(It→It) mBART 19.98% 0.342 0.028 0.009 0.003 0.004 0.008
2(It→It) mT5 45.65% 0.115 0.028 0.010 0.004 0.123 0.277
2(It→It) kNN-Chat 45.98% 0.259 0.030 0.017 0.012 0.124 0.284

2(Zh→Zh) mBART 12.04% 0.284 0.034 0.002 0.000 0.002 0.004
2(Zh→Zh) mT5 24.96% 0.346 0.029 0.031 0.010 0.072 0.188
2(Zh→Zh) kNN-Chat 26.18% 0.249 0.033 0.015 0.011 0.074 0.191

Table 4: Automatic evaluation results for multilingual dialog on XDailyDialog. All results with p-value < 0.01.

Monolingual vs. Cross-lingual:

According to the results in Table 2, 3, 6, and
7, the model performs surprisingly better on al-
most all cross-lingual tasks than the correspond-
ing monolingual tasks (for example, 3(En→De) is
better than 1(De→De)) in terms of almost all the
automatic and human metrics, which is similar to
(Liu et al., 2021). It indicates that the use of multi-
lingual corpora can consistently bring performance
improvement for monolingual dialog. One possi-
ble reason is that kNN-Chat or mBART can fully

exploit the multilingual dataset, resulting in better
model performance.

6.3.4 Human Evaluation

Our human evaluation results are reported in Ta-
ble 3, 5, and 7, which show that all the models
can generate fluent responses. In general, kNN-
Chat is also better than mBART and mT5 in this
evaluation, which further confirms the effective-
ness of kNN-Chat for monolingual, multilingual,
and cross-lingual dialog generation. However, the
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Tasks Methods Fluency Appro. Info. Coherence

2(De→De) mBART 2.00 0.37 0.63 0.32
2(De→De) mT5 1.96 0.45 0.69 0.46
2(De→De) kNN-Chat 1.92 0.47 0.73 0.51
2(En→En) mBART 1.93 0.29 0.29 0.29
2(En→En) mT5 1.94 0.73 0.66 0.59
2(En→En) kNN-Chat 1.89 0.87 0.82 0.87

2(It→It) mBART 1.96 0.31 0.56 0.42
2(It→It) mT5 1.97 0.49 0.69 0.58
2(It→It) kNN-Chat 1.94 0.52 0.71 0.63

2(Zh→Zh) mBART 1.81 0.35 0.54 0.49
2(Zh→Zh) mT5 1.92 0.46 0.44 0.59
2(Zh→Zh) kNN-Chat 1.94 0.54 0.56 0.61

Table 5: Human evaluation results for multilingual on XDailyDialog at the level of turns and dialogues. “Appro.”,
and “Info.”stand for appropriateness, and informativeness respectively.

Tasks Methods F1 BLEU1 BLEU2 BLEU3 BLEU4 DIST-1 DIST-2

3(En→De) mBART 45.44% 0.116 0.025 0.009 0.003 0.074 0.221
3(En→De) mT5 47.40% 0.099 0.015 0.004 0.001 0.065 0.180
3(En→De) kNN-Chat 59.13% 0.262 0.200 0.189 0.185 0.218 0.588
3(De→En) mBART 44.32% 0.281 0.053 0.024 0.012 0.023 0.117
3(De→En) mT5 36.84% 0.111 0.022 0.008 0.002 0.058 0.145
3(De→En) kNN-Chat 58.67% 0.392 0.233 0.216 0.210 0.094 0.411
3(Zh→En) mBART 42.73% 0.290 0.057 0.025 0.012 0.024 0.121
3(Zh→En) mT5 36.09% 0.104 0.020 0.007 0.002 0.041 0.105
3(Zh→En) kNN-Chat 58.65% 0.396 0.235 0.217 0.211 0.098 0.417
3(En→Zh) mBART 18.01% 0.278 0.050 0.017 0.010 0.038 0.148
3(En→Zh) mT5 19.28% 0.351 0.067 0.024 0.008 0.041 0.147
3(En→Zh) kNN-Chat 30.09% 0.353 0.182 0.147 0.128 0.121 0.449

Table 6: Automatic evaluation results for cross-ingual dialog on XDailyDialog. All results with p-value < 0.01.

Tasks Methods Fluency Appro. Info. Coherence

3(En→De) mBART 1.88 0.61 1.23 0.42
3(En→De) mT5 1.81 0.53 1.11 0.39
3(En→De) kNN-Chat 1.83 0.82 1.62 0.75
3(De→En) mBART 1.96 0.84 1.36 0.61
3(De→En) mT5 1.86 0.77 1.23 0.55
3(De→En) kNN-Chat 1.93 0.99 1.56 0.77
3(Zh→En) mBART 1.90 0.87 0.88 0.84
3(Zh→En) mT5 1.92 0.71 0.73 0.68
3(Zh→En) kNN-Chat 1.89 1.10 1.09 1.06
3(En→Zh) mBART 1.52 0.72 0.66 0.62
3(En→Zh) mT5 1.41 0.57 0.55 0.61
3(En→Zh) kNN-Chat 1.70 0.83 0.80 0.81

Table 7: Human evaluation results for cross-lingual on XDailyDialog at the level of turns and dialogues. “Appro.”,
and “Info.”stand for appropriateness, and informativeness respectively.

models score much lower on appropriateness, infor-
mativeness, and coherence. These results highlight
the challenges in building a multilingual or cross-
lingual dialog system and opportunities for future
progress.

7 Conclusion

To facilitate the study of multilingual and cross-
lingual dialog, we created the first publicly avail-
able multilingual parallel dataset, XDailyDialog,

for dialog and proposed three challenging tasks
for the community based on it. Furthermore, We
also built a new conversation generation frame-
work, kNN-Chat, with a novel kNN-search mecha-
nism that can support unified response retrieval for
monolingual, multilingual, and cross-lingual dialog
generation. Expensive experiment results confirm
the effectiveness of this framework. We hope that
XDailyDialog would help push forward research in
the unified end-to-end monolingual, multilingual,
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and cross-lingual conversational modeling.

Limitations

The main limitation of this work is that the pre-
training model can not deal with numerical knowl-
edge well. In future work, we will try to enhance
the ability of the pre-training model to better deal
with numerical knowledge.

Ethics Statement

We make sure that XDailyDialog has been collected
in a manner that is consistent with the terms of use
of any sources and the intellectual property and
privacy rights of the original authors of the texts.
And crowd workers were treated fairly. This in-
cludes but is not limited to, compensating them
fairly and ensuring that they were able to give in-
formed consent, which includes but is not limited
to, ensuring that they were voluntary participants
who were aware of any risks of harm associated
with their participation. In this paper, we propose
a novel multilingual corpus for end-to-end dialog
training and evaluation. Our corpus neither intro-
duces any social/ethical, since we generate data
by human translation or machine translation. We
do not foresee any direct social consequences or
ethical issues.
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A Appendix

A.1 Training and Inference Parameters of
kNN-Chat

We train and inference all our experiments on
NVIDIA-SMI Quadro RTX 8000 GPU. The CUDA
version is 11.4. Experiments are conducted with
fairseq and faiss tool. The parameters we used are
shown in table 8.
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module Parameter value
mBART Pre-trained model mbart.cc25

Learning Rate (Lr) 3e-5
Lr Scheduler Polynomial

Warmup Update 2500
Max Tokens 1024
Optimizer Adam

kNN-Chat Data-
store

Monolingual Size 2,000,000

Cross-lingual Size 2,000,000
Multilingual Size 2,000,000

Lambda 0.2
Temperature 10

kNN-Chat Faiss
Search

Probe Number 32

Ncentroids 4096
Quantizer IndexflatL2

Index IndexIvFPQ
Use Float16 True

Table 8: Model parameter settings.

A.2 Turn-level Human Evaluation Guideline
Fluency measures fluency of each response:

• score 0 (bad): unfluent and difficult to under-
stand.

• score 1 (fair): there are some errors in the
response text but still can be understood.

• score 2 (good): fluent and easy to understand.

Appropriateness examines relevancy of each re-
sponse when given the context:

• score 0 (bad): not relevant to the current con-
text.

• score 1 (fair): relevant to the current context,
but using some irrelevant knowledge.

• score 2 (good): otherwise.

Informativeness

• score 0 (bad): safe response / universal re-
sponse, and not relevant to the current context.

• score 1 (fair): safe response / universal re-
sponse, but relevant to the current context.

• score 2 (good): otherwise.

A.3 Dialogue-level Human Evaluation
Guideline

Coherence measures fluency, relevancy, and log-
ical consistency of each response when given the
current context:

• score 0 (bad): more than two-thirds responses
irrelevant or logical contradictory to the given
context.

• score 1 (fair): more than one-third of re-
sponses are irrelevant or logical contradictory
to the given current context.

• score 2 (good): otherwise.
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