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Abstract

Explainability methods are used to benchmark
the extent to which model predictions align
with human rationales i.e., are ‘right for the
right reasons’. Previous work has failed to ac-
knowledge, however, that what counts as a ra-
tionale is sometimes subjective. This paper
presents what we think is a first of its kind, a
collection of human rationale annotations aug-
mented with the annotators demographic infor-
mation. We cover three datasets spanning sen-
timent analysis and common-sense reasoning,
and six demographic groups (balanced across
age and ethnicity). Such data enables us to ask
both what demographics our predictions align
with and whose reasoning patterns our mod-
els’ rationales align with. We find systematic
inter-group annotator disagreement and show
how 16 Transformer-based models align bet-
ter with rationales provided by certain demo-
graphic groups: We find that models are biased
towards aligning best with older and/or white
annotators. We zoom in on the effects of model
size and model distillation, finding — contrary
to our expectations — negative correlations be-
tween model size and rationale agreement as
well as no evidence that either model size or
model distillation improves fairness.

1 Introduction

Transparency of NLP models is essential for en-
hancing protection of user rights and improving
model performance. A common avenue for provid-
ing such insight into the workings of otherwise
opaque models come from explainability meth-
ods (Paez, 2019; Zednik and Boelsen, 2022; Baum
et al., 2022; Beisbart and Riz, 2022; Hacker and
Passoth, 2022). Explanations for model decisions,
also called rationales, are extracted to detect when
models rely on spurious correlations, i.e., are right
for the wrong reasons (McCoy et al., 2019), or
to analyze if they exhibit human-like inferential
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Figure 1: Experimental setup for a sentiment analy-
sis task. For a given instance, annotators are asked to
choose a label and mark supporting evidence for their
choice. For instances with full label agreement, we
compare alignment of rationales (group-group align-
ment). We do the same to measure group-model align-
ment through attention- and gradient-based explainabil-
ity methods.

semantics (Piantadosi and Hill, 2022; Ray Choud-
hury et al., 2022). Furthermore, model rationales
are used to evaluate how well models’ behaviors
align with humans, by comparing them to human-
annotated rationales, constructed by having anno-
tators mark evidence in support of an instance’s
label (DeYoung et al., 2019). Human rationales
are, in turn, used in training to improve models by
guiding them towards what features they should (or
should not) rely on (Mathew et al., 2021; Rajani
et al., 2019).

While genuine disagreement in labels is by now
a well-studied phenomenon (Beigman Klebanov
and Beigman, 2009; Plank et al., 2014; Plank,
2022), little attention has been paid to disagreement
in rationales. Since there is evidence that human ra-
tionales in ordinary decision-making differ across
demographics (Stanovich and West, 2000), we can-
not, it seems, blindly assume that what counts as
a rationale for one group of people, e.g,. young
men, also counts as a rationale for another group
of people, e.g., elderly women. This dimension
has not been explored in fairness research either.
Could it be that some models that exhibit perfor-
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mance parity, condition on factors that align with
the rationales of some groups, but not others?

Contributions We present a collection of three
existing datasets with demographics-augmented an-
notations to enable profiling of models, i.e., quan-
tifying their alignment! with rationales provided
by different socio-demographic groups. Such pro-
filing enables us to ask whose right reasons mod-
els are being right for. Our annotations span two
NLP tasks, namely sentiment classification and
common-sense reasoning, across three datasets
and six demographic groups, defined by age
{Young, Old} and ethnicity {Black/African Ameri-
can, White/Caucasian, Latino/Hispanic}. We inves-
tigate label and rationale agreement across groups
and evaluate to what extent groups’ rationales
align with 16 Transformer-based models’ ratio-
nales, which are computed through attention- and
gradient-based methods. We observe that models
generally align best with older and/or white anno-
tators. While larger models have slightly better
prediction performance, model size does not corre-
late positively with neither rationale alignment nor
fairness. Our work constitutes multi-dimensional
research in off-the-beaten-track regions of the NLP
research manifold (Ruder et al., 2022). We make
the annotations publicly available.?

2 Fairness and Rationales

Fairness generally concerns the distribution of re-
sources, often across society as a whole. In NLP,
the main resource is system performance. Others
include computational resources, processing speed
and user friendliness, but performance is king. Al
fairness is an attempt to regulate the distribution of
performance across subgroups, where these are de-
fined by the product of legally protected attributes
(Williamson and Menon, 2019).

NLP researchers have uniformly adopted Ameri-
can philosopher John Rawls’ definition of fairness
(Larson, 2017; Vig et al., 2020; Ethayarajh and
Jurafsky, 2020; Li et al., 2021; Chalkidis et al.,
2022), defining fairness as performance parity, ex-
cept where it worsens the conditions of the least
advantaged. Several dozen metrics have been pro-
posed, based on Rawls’ definition (Castelnovo
et al., 2022), some of which are argued to be in-

'We use the terms ‘agreement’ and ‘alignment’ inter-
changeably.

https://github.com/terne/Being_Right_
for_Whose_Right_Reasons.

consistent or based on mutually exclusive norma-
tive values (Friedler et al., 2021; Castelnovo et al.,
2022). Verma and Rubin (2018) grouped these met-
rics into metrics based only on predicted outcome,
e.g., statistical parity, and metrics based on both
predicted and actual outcome, e.g., performance
parity and accuracy equality. Corbett-Davies and
Goel (2018) argue that metrics such as predictive
parity and accuracy equality do not track fairness
in case of infra-marginality, i.e., when the error
distributions of two subgroups are different. For a
better understanding of the consequences of infra-
marginality we refer to Biswas et al. (2019) and
Sharma et al. (2020). Generally, there is some con-
sensus that fairness in NLP is often best evaluated
in terms of performance parity using standard per-
formance metrics (Williamson and Menon, 2019;
Koh et al., 2020; Chalkidis et al., 2022; Ruder
et al., 2022). We do the same and evaluate fair-
ness in group-model rationale agreement quantify-
ing performance differences (understanding perfor-
mance as degree of rationale agreement) across end
user demographics. In doing so, we are embody-
ing group fairness values: that individuals should
be treated equally regardless of their protected at-
tributes, i.e., group belonging.

Fairness and explainability are often intertwined
in the literature due to the assumption that trans-
parency, through explainability methods, makes it
possible to identify which models are right for the
right reasons or, on the contrary, right by relying
on spurious, potentially harmful, patterns (Langer
et al., 2021; Balkir et al., 2022). This study tightens
the connection between fairness and explainability,
investigating whether model rationales align better
with those of some groups rather than others. If
so, this would indicate that models can be more
robust for some groups rather than others, even in
the face of performance parity on dedicated eval-
uation data. That is: We ask whether models are
equally right for the right reasons (with the promise
of generalization) across demographic groups.

3 Data

We augment a subset of data from three publicly
available datasets spanning two tasks: DynaSent
(Potts et al., 2020) and SST (Socher et al., 2013)3,
for sentiment classification and CoS-E (Talmor
et al., 2019; Rajani et al., 2019) for common-sense

3We work with its binary version, SST-2.
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Figure 2: Overview of the annotation collection process from annotator recruitment criteria, to the annotation itself,
and finally annotator exclusion criteria. Separately for each dataset, annotators are recruited via Prolific using
specific filters for age, ethnicity and participation status. Recruits are directed to a Qualtrics survey containing,
in consecutive order, a consent form, a short demographics survey, instructions for the annotation task and then
approx. 10 randomly selected instances of which annotators provide both labels and rationales for. After annotation,
some annotators’ responses are excluded from our analysis due to certain mismatches in responses. The annotation
process is detailed further in section 3.1 and we show the instructions and task examples in appendix A.

reasoning.* For each dataset, we crowd-source
annotations for a subset of the data. We instruct an-
notators to select a label and provide their rationale
for their choice by highlighting supporting words
in the given sentence or question. Table 1 shows
statistics of the annotations collected. Annotation
guidelines are explained in § 3.1 (and included in
full in Appendix A) and recruitment procedures are
explained in § 3.2.

Annotators Annotations
xGroup Total Total
DYNASENT 48 288 2,880
SST-2 26 156 1,578
CoS-E 50 300 3,000
ToTAL 124 744 7,458
BEFORE EXCL.* - 929 9,310

Table 1: Summary of the annotated data, showing, for
each dataset, the amount of annotators within the six
demographic groups, the total amount of annotators and
the amount of annotations after workers have annotated
approx. 10 instances each. Reported numbers are after
exclusions as described in § 3.2. *We publicly share
all annotated data which includes annotators that were
excluded from our analyses.

3.1 Annotation Process

We summarize the process of collecting annota-
tions in Figure 2, where we depict a three-step
process: recruitment, annotation and exclusion. In
this section, we start by describing the second step
— annotation — and explain what is annotated and
how it is annotated. We describe our recruitment
and exclusion criteria in the following section, 3.2.

Annotators are directed to a Qualtrics® survey

*We use the simplified version of CoS-E released by DeY-
oung et al. (2019).

5https ://www.qualtrics.com

and presented with i) a consent form, ii) a short
survey on demographics, iii) instructions for their
annotation task and lastly, iv) a randomly selected
set of n ~ 10 instances to annotate, out of a subset
of size N. As aresult of this procedure, each group,
for each dataset, is represented by approximately
N /n annotators. Data points are annotated for both
classification labels and extractive rationales, i.e.,
input words that motivate the classification.

Existing rationale datasets are typically con-
structed by giving annotators ‘gold standard’ labels,
and having them provide rationales for these labels.
Instead, we let annotators provide rationales for la-
bels they choose themselves. This lets them engage
in the decision process, but it also acknowledges
that annotators with different backgrounds may dis-
agree on classification decisions. Explaining other
people’s choices is error-prone (Barasz and Kim,
2022), and we do not want to bias the rationale
annotations by providing labels that align better
with the intuitions of some demographics than with
those of others. For the sentiment analysis datasets,
we discard neutral instances because rationale an-
notation for neutral instances is ill-defined. Yet,
we still allow annotators to evaluate a sentence as
neutral, since we do not want to force our annota-
tors to provide rationales for positive and negative
sentiment that they do not see.

DynaSent We re-annotate N = 480 instances
six times (for six demographic groups), comprising
240 instances labeled as positive, and 240 instances
labeled as negative in the DynaSent Round 2 test
set (see Potts et al. (2020)). This amounts to 2,880
annotations, in total. Our sentiment label annota-
tion follows the instructions of Potts et al. (2020).
To annotate rationales, we formulate the task as
marking “supporting evidence” for the label, fol-
lowing how the task is defined by DeYoung et al.
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(2019). Specifically, we ask annotators to mark
all the words, in the sentence, they think shows
evidence for their chosen label.

SST-2 We re-annotate N = 263 instances six
times (for six demographic groups), which are all
the positive and negative instances from the Zuco
dataset of Hollenstein et al. (2018)°, comprising a
mixture of train, validation and test set instances
from SST-2, which we remove from the original
data before training the models. Instructions for
sentiment annotations build on the instructions by
Potts et al., combined with a few examples from
Zaidan et al. (2007). The instructions for annotat-
ing rationales are the same as for DynaSent.

CoS-E  We re-annotate N = 500 instances from
the test set six times (for six demographic groups)
and ask annotators to firstly select the answer to
the question that they find most correct and sensi-
ble, and then mark words that justifies that answer.
Following Chiang and Lee (2022), we specify the
rationale task with a wording that should guide
annotators to make short, precise rationale annota-
tions:

‘For each word in the question, if you
think that removing it will decrease your
confidence toward your chosen label,
please mark it.’

3.2 Annotator Population

We recruited annotators via Prolific based on two
main criteria, age and ethnicity, previously identi-
fied as related to unfair performance differences of
NLP systems (Hovy and Sggaard, 2015; Jgrgensen
et al., 2016; Sap et al., 2019; Zhang et al., 2021).

Recruitment In our study, there is a trade-off
between collecting annotations for a diverse set
of data instances (number of tasks and sentences)
and for a diverse set of annotators (balanced by
demographic attributes), while keeping the study
affordable and payment fair. Hence, when we
want to study differences between individuals with
different ethnic backgrounds, we can only study
a subset of possible ethnic identities (of which
there are many categories and diverging defini-
tions). We balanced the number of annotators

®The Zuco data contains eye-tracking data for 400 in-
stances from SST. By annotating some of these with rationales,
we add an extra layer of information for future research. Note
that there is a typo in (Hollenstein et al., 2018). There is 263
positive and negative instances (not 277).

across three ethnic groups — Black/African Amer-
ican (B), Latino/Hispanic (L) and White/Caucasian
(W) — and rwo age groups —below 36 (young, Y)
and above 37 (old, O), excluding both — whose
cross-product results in six sub-groups: {BO, BY,
LO, LY, WO, WY}. We leave a two-year gap be-
tween the age groups in order to not compare in-
dividuals with very similar ages. Furthermore, the
age thresholds are inspired by related studies of age
differences in NLP-tasks and common practices in
distinguishing groups with an age gap (Johannsen
et al., 2015; Hovy and Sggaard, 2015) and around
the middle ages (Zhang et al., 2021). Our threshold
also serves to guarantee sufficient proportions of
available crowdworkers in each group. Our ethnic-
ity definition follows that of Prolific, which features
in a question workers have previously responded
to and hence are recruited by, defining ethnicity as:

‘[a] feeling of belonging and attachment
to a distinct group of a larger popula-
tion that shares their ancestry, colour, lan-
guage or religion’

While we do not require all annotators to be flu-
ent in English, we instead ask about their English-
speaking abilities in the demographics survey and
find that 75% of the participants speak English
“very well” and only 1% “not well”, and the re-
maining “well”.

Exclusions Annotators who participated in anno-
tating one task were excluded from participating
in others. Affer annotation, we manually check
whether a participant’s answers to our short de-
mographics survey correspond to their recruitment
criteria. We found many discrepancies between
recruitment ethnicity and reported ethnicity, espe-
cially for Latino/Hispanic individuals, who often
report to identify as White/Caucasian. This high-
lights the difficulty of studying ethnicities as dis-
tinct, separate groups, as it is common to identify
with more than one ethnicity’. Hence, the mis-
matches are not necessarily errors. For our exper-
iments, we decided to exclude participants with
such mismatches and recruit new participants to
replace their responses (see Appendix B for further
details). A smaller amount of participants were
excluded due to mismatch in reported age or due

"General Social Survey as well as US Census allow re-
spondents to report multiple ethnicities for this reason. See,
e.g., a GSS 2001 report commenting on multi-ethnicity:
shorturl.at/BCP49.
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to failing a simple attention check. We release
annotations both with and without the instances ex-
cluded from our analyses. The final data after pre-
processing consist of one annotation per instance
for each of the six groups, i.e., six annotations per
instance in total. Annotators annotated (approxi-
mately) 10 instances each. All participants were
paid equally.

4 Experiments

We first conduct an analysis of group-group la-
bel agreement (i.e., comparing human annotator
groups with each other, measuring human agree-
ment on the sentiment and answer labels) and ratio-
nale agreement (measuring human agreement on
rationale annotations) to characterize inter-group
differences. We then move to group-model agree-
ment (comparing the labels and rationales of our
annotator groups to model predictions and model
rationales) and ask: Do models’ explanations align
better with certain demographic groups compared
to others? In our analysis, we further focus on how
rationale agreement and fairness behave depending
on model size and model distillation.

We probe 16 Transformer-based models®. To

ease readability, we will use abbreviations follow-
ing their original naming when depicting models’
performance’.
We fine-tune the models individually on each
dataset (see Figure 3). SST-2 and CoS-E sim-
plified'” are modeled as binary classification
tasks; DynaSent is modeled as a ternary (posi-
tive/negative/neutral) sentiment analysis task. We
exclude all annotated instances from the training
splits; for CoS-E, we downsample the negative ex-
amples to balance both classes in the training split.
After fine-tuning for 3 epochs, we select the check-
point with the highest validation accuracy to run on
our test (annotated) splits and apply two explain-
ability methods to obtain input-based explanations,
i.e., rationales, for the predictions made.

SAll pretrained models can be downloaded at
huggingface.co/models.

0 {abv2: albert-base-v2, alv2: albert-large-v2, mlm—-16:
MiniLM-L6-H384-uncased, m1m—-112: MiniLM-L12-H384-
uncased, axlv2: albert-xlarge-v2, dbu: distilbert-base-
uncased, dr: distilroberta-base, bbu: bert-base-uncased,
rb: roberta-base, mrb: muppet-roberta-base, dv3b: deberta-
v3-base, axxlv2: albert-xxlarge-v2, blu: bert-large-
uncased, rl: roberta-large, mr1l: muppet-roberta-large,
dv31: microsoft/deberta-v3-large}

10CoS-E simplified represents each of the original questions
into five question-answer pairs, one per potential answer, and
label them as True (the right question-answer pair) or False.

We measure label agreement with appropriate
variants of F; (SST-2 binary-F;; DynaSent macro-
F1; CoS-E mean of binary-F; towards the negative
and the positive class). CoS-E simplified represents
a slightly different task (see footnote 10) from what
the annotators were presented to solve (a multi-
class question-answering task). To correctly mea-
sure label agreement, we evaluate whether a model
predicts ‘True’ for the question-answer pair with
the answer selected by the annotator. Therefore, to
avoid misleading F; scores if, for example, a model
predominantly predict True, we report the mean of
the F; towards each class. We explain below how
we measure rationale agreement.

Explainability methods We analyze models’
predictions through two families of post-hoc,
attribution-based!! explainability methods: Atten-
tion Rollout (AR) (Abnar and Zuidema, 2020) and
Layer-wise Relevance Propagation (LRP) (Bach
et al., 2015), a gradient-based method. Ali et al.
(2022) compare these methods, showing how their
predicted rationales are frequently uncorrelated.
Both AR and LRP thus provide token level ratio-
nales for a given input, but while AR approximates
the relative importance of input tokens by accumu-
lating attention, LRP does so by backpropagating
‘relevance’ from the output layer to the input, lead-
ing to sparser attribution scores. We rely on the
rules proposed in Ali et al. (2022), an extension of
the original LRP method (Bach et al., 2015; Arras
et al., 2017) for Transformers, aiming to uphold
the conservation property of LRP in Transformers
as well. This extension relies on an “implementa-
tion trick”, whereby the magnitude of any output
remains intact during backpropagation of the gradi-
ents of the model.

Comparing rationales Attention-based and
gradient-based methods do not provide categori-
cal relevance of the input tokens, but a vector S;
with continuous values for each input sentence i.
We translate .S; into a binary vector Sf’ following
the procedure from Wang et al. (2022) for each
group. We define the top-k9? tokens as rationales,
where k9% is the product of the current sentence
length (tokens) and the average rationale length
ratio (RLR) of a group g within a dataset d. On
average, RLR for SST-2 are shorter (29.6%) com-

""The methods are applied at inference time and provide ex-
planations locally, i.e., for each individual instance, indicating
the relative importance of each input token through a score
distribution.
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pared to DynaSent (31.9%) and CoS-E (33.0%)
(see Appendix B for specific values). Models’ out-
puts are also preprocessed to normalize different
tokenizations and to match the input format given
to annotators.

After aligning explanations from models and
annotators in the same space, we can compare
them. We employ two metrics specifically de-
signed to evaluate discrete rationales: token-level
F; (token-F;) (Equation 1) (DeYoung et al., 2019;
Wang et al., 2022), and Intersection-Over-Union F';
(IOU-F,) (Equation 3) as presented in (DeYoung
et al., 2019). These metrics are flexible enough to
overcome the strictness of exact matching.!?

5 Results and Discussion

Figure 3 shows group-model label agreement over
our annotated data.'’> Error bars show the vari-
ability between best and worst performing groups.
CoS-E exhibits the lowest variability, indicating
less variability in label agreement between groups.

When annotators disagree on the label of an in-
stance, it is to be expected that their rationales
will subsequently be different. Therefore, to com-
pare group-group (§ 5.1) and group-model (§ 5.2)
rationales more fairly, we focus on the subset of
instances where all groups are in agreement about

ZFormally,

Pi X RZ‘
P+ R,

N
1
token-Fy = — ; 2 x 1)

where P; and R; are the precision and recall for the i*"
instance, computed by considering the overlapped tokens
between models’ and annotators’ rationales. To measure
Intersection-Over-Union, we define the categorical vector
given by the annotators for each sample as A;. Thereby,

b
10U, = % )
and
1 o~ ( 1 ifIOU; > 0.5
I0U-F, = N ;{ 0 otherwlisg. &)

These metrics account for plausibility (DeYoung et al.,
2019) of the models’ rationales, i.e., the degree to which
they are agreeable to humans, as well as the extent to which
models are ‘right for the right reasons’ (McCoy et al., 2019).
Since we are interested in comparing rationale alignment be-
tween groups and between groups and models, measuring
plausability is our go-to. Other research (Jacovi and Goldberg,
20205 Setzu et al., 2021) focus on properties like faithfulness,
which reflect a model’s true decision process, i.e., whether
the provided rationale influenced the corresponding decision,
generally measured through perturbation experiments.

13See Figure 12 in Appendix C for a detailed representation
of group-model label agreement.
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Figure 3: Group-model label agreement over our an-
notated data, measured by Fl-score. Error bars show
variance between the best and worst performing groups.
Models are ordered by size from smallest to largest from
left to right.

the label, i.e., instances with full label agreement.
This amounts to 209, 152 and 161 instances for
DynaSent, SST-2 and CoS-E, respectively.

5.1 Analysis of Group-Group Agreement

We first want to quantify how different the ratio-
nales of one group are to those of others, and more
generally to a random population. We compare
each groups’ set of rationales to a random paired
set of rationales, where the rationale of each in-
stance is randomly picked from one of the five
other groups. Figure 4 shows the overall agree-
ment score, average token-F; across datasets, and
its standard deviation from 20 random seeds, i.e.,
20 random combinations of paired rationales. We
observe that rationales of White annotators (WO,
WY) are on average more similar to others while
the average difference with the rationales of minor-
ity groups like, for example, Black Young (BY), is
greater.

We then compute the level of rationale agree-
ment (token-F;) between all groups (heatmaps on
Figure 4) and observe that, in general, differences
in group-group rationale agreement are consistent
across datasets (tasks): Black Youngs (BY) have
lower alignment with others, especially in senti-
ment analysis tasks. While the definition of ra-
tionales for DynaSent seems to be easier (higher
values of agreement), it seems to be harder (lower
values of agreement) for CoS-E, even when the
label is agreed upon. We hypothesize this is due
to the complexity of the CoS-E task itself, which
also leads to more lengthy rationales, as reflected
by the average RLR reported on § 4, probably in
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Figure 4: Group-group rationale agreement for instances with full label agreement. Agreement is measured by
token-level binary F';. On the left side, average and std (error bar) token-F; for 20 random combinations of paired
group rationales over all datasets. On the right, each group-group agreement for each dataset. We observe lower
agreement for BY except in CoS-E. WO tends to agree more with other groups, especially in CoS-E.

the absence of a clear motivation for the selected
answer.

The definition of what is common-sense varies
across cultures and it is related to a person’s back-
ground (Hershcovich et al., 2022), which makes
CoS-E a highly subjective task'*. Take for exam-
ple the question ‘“Where would you find people
standing in a line outside?’ with these potential
answers: ‘bus depot’, ‘end of line’, ‘opera’, ‘neigh-
bor’s house’ and ‘meeting’. Even if there is agree-
ment on the correct choice as ‘bus depot’, the ratio-
nale behind it could easily differ amongst people,
i.e., it could be due to ‘people standing’, or the
fact that they are standing in ‘a line outside’, or all
together.

5.2 Analysis of Group-Model Agreement

Now that we have analyzed group-group agree-
ment, we measure the alignment between groups’
rationales and models’ rationales. We analyze pre-
dictions from 16 Transformer-based models and
employ AR and LRP to extract model rationales.
Methods for comparing rationales and measuring
group-model agreement are explained in Section 4.

Socio-demographic fairness Figure 5 shows a
systematic pattern of model rationales aligning
better with the rationales of older annotators in
each ethnic group (BO, LO, WO) on the sentiment
datasets. The only exception is White Young (WY)
annotators in SST-2, whose median token-F'; is
higher than their older counterpart. We argue this
is due, in part, to the data source of the tasks them-
selves. While DynaSent constitutes an ensemble of
diverse customer reviews, SST is based on movie
review excerpts from Rotten Tomatoes with a more
informal language, popular amongst younger users.
Findings from Johannsen et al. (2015) and Hovy

14This is specially notorious on the query type people.
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Figure 5: Box-plots of group-model rationale alignment
for the two sentiment datasets measured with token-F.
Model rationales are extracted with LRP. Each dot repre-
sents a model’s token-F'; score for the respective group.
We see that for each ethnic group, model rationales
align better with rationales of older annotators, except
for White Young (WY) annotators of SST-2. Distil-
RoBERTa (dr) is an outlier, consistently showing the
best scores in both datasets across groups.

and Sggaard (2015) indicate that there exist gram-
matical differences between age groups. Johannsen
et al. (2015) further showed several age and gender-
specific syntactic patterns that hold even across lan-
guages. This would explain not only the noticeable
group-group differences when marking supporting
evidence (lexical structures) for their answers, but
also the agreement disparity reflected by models
fine-tuned on potentially age-biased data.

Results are consistent with previous findings of
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Figure 6: Group-model rationale alignment (token-F;). Error bars show the distance between the groups with
the highest and lowest scores. On the X-axis, models are ordered from smallest to largest. We show Spearman
correlation coefficients, p, between token-F; scores (the concatenation of all groups’ scores) and model sizes (in
Million parameters), finding token-F; to be negatively correlated with model size in most cases.

Zhang et al. (2021), who show a variety of language
models aligning better with older, white annotators,
and worse with minority groups, in word predic-
tion tasks. We observe that group-model rationale
agreement does not correlate with group-model
class agreement, i.e., when a model performs well
for a particular group, it does not necessarily en-
tail that its rationales, or learned patterns, align.
Group-model rationale agreement evaluated with
Attention Rollout and CoS-E are shown in Fig-
ure 13 in Appendix C, along with results using the
complementary metric (IOU-F'). The patterns de-
rived from them are in line with those in Figure 5:
AR shows similar behaviours as LRP, but leads to
larger variation between models. However CoS-E,
which, as explained, is a very different task, does
not seem to exhibit big group differences. This is
also noticeable in Figure 6, where error bars show
the distance between groups with the highest and
lowest level of agreement in every model.

The role of model size In general, larger lan-
guage models seem to perform better on NLP tasks.
In our setting, Figure 3 shows a positive trend
with model size: larger models achieve, in gen-
eral, higher performance. Could it be the case that
larger language models also show higher rationale
agreement? And, are they consequently more fair?
We evaluate fairness in terms of performance par-
ity: min-max difference between the group with the
lowest and highest token-F; (per model). Relying
on min-max difference captures the widely shared
intuition that fairness is always in the service of the
worst off group (Rawls, 1971).

Contrary to our expectations, Figure 6 shows

how token-F; scores actually decrease with model
size — with CoS-E model rationales from LRP be-

ing the only exception to the trend. We report
Spearman correlation values for each dataset and
explainability method: The negative correlation be-
tween token-F; and model size is significant in all
three datasets with AR, but only in DynaSent with
LRP. The positive correlation in CoS-E with LRP
rationales is also significant.

When we zoom in on the min-max Token-F;
gaps (error bars on Figure 6)'°, we find that per-
formance gaps are uncorrelated with model size.
Therefore, there is no evidence that larger mod-
els are more fair, i.e., rationale alignment does not
become more equal for demographic groups. In
the context of toxicity classification, work from
(Baldini et al., 2021) also hints that size is not well
correlated with fairness of models.

Do distilled models align better? Knowledge
distillation has been proven to be effective in model
compression while maintaining model performance
(Gou et al., 2021). But can it also be effective
in improving NLP fairness? Xu and Hu (2022)
find a consistent pattern of toxicity and bias re-
duction after model distillation. Chai et al. (2022)
show promising results when approaching fairness
without demographics through knowledge distil-
lation. Tan et al. (2018) discuss the benefits of
applying knowledge distillation to leverage model
interpretability. Motivated by these findings, we
take results from LRP to look closer into group-
model rationale agreement for distilled models,
which we show in Table 2. We find overall higher
rationale agreement for distilled models. However,
there is no evidence that distilled models are also
more fair: Only minilm-16-h384-uncased

SSee Figure 14 in Appendix C.2 for a plot of the gaps
themselves.
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min-max min-max

token-Fy (1) IOU-F; (1) token-Fy (1) TOU-F; (1)

minilm-16-h384-unc. 31 28 045 .068
minilm-112-h384-unc. 27 21 045 .083
distilbert-base-unc. 29 24 .064 .100
distilroberta-base .36 .36 .065 069
Avg. (16 models) 29 24 054 .081

Table 2: Group-model alignment for four distilled mod-
els. Bottom row shows average scores across all 16 mod-
els considered in this paper. Values in bold are better
than the average (lower if |, higher if 7). While rationale
alignment (token-F; and IOU-F) seem to be better for
distilled models, only minilm-16-h384-uncased
is also fairer than the average (in terms of min-max dif-
ference) with both metrics.

has a smaller performance gap between the best
and worst-off group for both metrics compared to
the average.

6 Conclusion

In this paper, we present a new collection of three
existing datasets with demographics-augmented an-
notations, balanced across age and ethnicity. By
having annotators choose the right label and mark-
ing supporting evidence for their choice, we find
that what counts as a rationale differs depending
on peoples’ socio-demographic backgrounds.

Through a series of experiments with 16 popular
model architectures and two families of explain-
ability methods, we show that model rationales
align better with older individuals, especially on
sentiment classification. We look closer at model
size and the influence of distilled pretraining: de-
spite the fact that larger models perform better in
general NLP tasks, we find negative correlations
between model size and rationale agreement. Fur-
thermore, from the point of view of performance
parity, we find no evidence that increasing model
size improves fairness. Likewise, distilled models
do not seem to be more fair in terms of rationale
agreement, however they do present overall higher
scores.

This work indicates the presence of undesired
biases that do not necessarily surface in task per-
formance. We believe this provides an important
addendum to the fairness literature: Even if models
are fair in terms of predictive performance, they
may still exhibit biases that can only be revealed by
considering model rationales. If models are equally
right, but only right for the right reasons in the eyes
of some groups rather than others, they will likely
be less robust for the latter groups.

Limitations

Our analysis is limited to non-autoregressive
Transformer-based models, fine-tuned with the
same set of hyperparameters. Hyperparameter opti-
mization would undoubtedly lead to better perfor-
mance for some models, but we fine-tuned each
model with standard hyperparameter values for
solving sentiment analysis tasks (DeYoung et al.,
2019) to reduce resource consumption. This should
not affect the conclusions drawn from our experi-
ments.

Comparing human rationales and rationales ex-
tracted with interpretability methods such as At-
tention Rollout and LRP is not straightforward.
Overall agreement scores depend on how model
rationales are converted into categorical values (top-
k9%). See J grgensen et al. (2022) for discussion.
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A Annotation guidelines and task
examples

On the next pages, we firstly show the annotation
instructions given to annotators within the Qualtrics
surveys. Full exports of the surveys are available
in our GitHub repository.'®

We created instructions specific for each dataset
(DynaSent, SST-2, and CoS-E), leaning on prior
work of annotating labels and rationales for these
and similar datasets (Potts et al., 2020; Zaidan et al.,
2007; DeYoung et al., 2019), as described in the
paper, section 3.1.

Figure 7, 8, and 9 shows the instructions for Dy-
naSent, SST-2 and CoS-E, respectively, and Figure
10 shows an example of how an instance for the
sentiment task and the common-sense reasoning
task is annotated, i.e. how it looked from the per-
spective of the crowdworkers.

Annotating rationales for the common-sense rea-
soning task is somewhat more complex than anno-
tating rationales for sentiment: while we can ask
annotators to mark ‘evidence’ for a sentiment label
— often resulting in marking words that are posi-
tively or negatively loaded — we cannot as simply
ask for ‘evidence’ for a common-sense reasoning
answer without risking some confusion. Take, for
instance, the question “Where do you find the most
amount of leafs?” with the answer being ‘Forest’,
as shown in Figure 9. Here, the term ’evidence’
might be misunderstood as actual evidence for why
there would be more leafs in the forest compared
to a field — evidence which cannot be found within
the question itself. We therefore re-phrase the ratio-
nale annotation instructions for CoS-E, following
an example from Chiang and Lee (2022), and ask,
“For each word in the question, if you think that
removing it will decrease your confidence toward
your chosen label, please mark it.” Furthermore,
the subset of the CoS-E dataset, that we re-annotate,
consists of the more ‘difficult’ split of the Common-
senseQA dataset (Talmor et al., 2019; DeYoung
et al., 2019). To make the task as clear as possible
to the annotators, we explain, in the instructions,
that the question and answer-options have been cre-
ated by other crowdworkers who were instructed
to create questions that could be “easily answered
by humans without context, by the use of common-
sense knowledge”, as is described by Talmor et al.
(2019).

Yhttps://github.com/terne/Being_Right_
for_Whose_Right_Reasons.

COMPLETE LABEL AGREEMENT
N | Pos

DATASET NEG NEUTRAL TOTAL
DynaSent | 480 | 105 102 2 209
SST 263 | 79 73 0 152
CoS-E 500 - - - 161

Table 3: Number of instances, in our (re-)annotated data,
where all annotator groups agreed upon the instance’s
label.

B Annotations Overview

Table 4 gives further information on the distribu-
tion of annotators, across groups and datasets, as
well as ratios of rationale lengths to input lengths.
Table 3 shows the number of instances in the data
subsets, we work with, and the number of instances
where all our annotator groups agreed on the label
and that are therefore used for rationale-agreement
analyses.

C Supplementary Figures

For completeness, we provide supplementary fig-
ures for all the metrics and datasets analyzed in the

paper.
C.1 Label Agreement

Heatmaps in Figure 11 show the level of group-
group label agreement across datasets. Similar to
what is shown in Figure 4, BY consistently exhibit
lower level of agreement.

Box-plots in Figure 12 represent group-model la-
bel agreement. Each dot represents the F1-score of
each model. While for Cos-E the models generally
exhibit lower variability across groups, the level of
agreement is also lower (as shown in Figure 3).

C.2 Rationale Alignment

Figure 13 is the extended version of Figure 5, show-
ing the group-model rationale agreement for each
dataset, each explainability method and with two
metrics for measuring agreement, token-F; and
I0U-F;.

The bar charts in Figure 14 shows, per model
and dataset, the distance between the group with
the lowest and highest agreement with the model
(by token-F1), which we refer to as the “min-max
token-F'; gaps” in section 5.2. We include this
plot because it serves to better illustrate the gaps
themselves, and how they are uncorrelated with
model size, compared to what Figure 6 in the paper
can convey.
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Instructions
Please read these instructions carefully.

You will be shown 10 sentences from reviews of products and services. For each, your task is to choose from one of our
three labels:

Positive: The sentence conveys information about the author’s positive evaluative sentiment.

Negative: The sentence conveys information about the author’s negative evaluative sentiment.

No sentiment: The sentence does not convey anything about the author’s positive or negative sentiment.
Here are some examples of the labels:

Sentence: This is an under-appreciated little gem of a movie.
(This is Positive because it expresses a positive overall opinion.)

Sentence: I asked for my steak medium-rare, and they delivered it perfectly!
(This is Positive because it puts a positive spin on an aspect of the author’s experience.)

Sentence: The screen on this device is a little too bright.
(This is Negative because it negatively evaluates an aspect of the product.)

Sentence: The book is 972 pages long.
(This is No sentiment because it describes a factual matter with not evaluative component.)

Sentence: The entrees are delicious, but the service is so bad that it’s not worth going.
(This is Negative because the negative statement outweighs the positive one.)

Sentence: The acting is great! The soundtrack is run-of-the mill, but the action more than makes up for it.
(This is Positive because the positive statements outweighs the negative.)

We further ask you to specify what snippets of text, in the sentence, you think acts as supporting evidence for your chosen
label. The sentence will be shown to you as illustrated below, and your task is to mark (by clicking on them) all the words
you think shows evidence for the sentiment label you chose.

under-
appreciated

This is an of a movie.

Be aware that some sentences might be too long to fit on your screen. You therefore have to remember to scroll in order to
see all the words that can be marked as evidence.

Click the forward button below when you are ready to start the task.

Figure 7: DynaSent annotation instructions.

1047




Instructions
Please read these instructions carefully.

You will be shown approximately 10 sentences from reviews of movies. For each, your task is to choose from one of our
three labels:

Positive: The sentence conveys information about the author’s positive evaluative sentiment.
Negative: The sentence conveys information about the author’s negative evaluative sentiment.
No sentiment: The sentence does not convey anything about the author’s positive or negative sentiment.

Here are some examples of the labels:

Sentence: This is an under-appreciated little gem of a movie.
(This is Positive because it expresses a positive overall opinion.)

Sentence: he is one of the most exciting martial artists on the big screen, continuing to perform his own stunts and dazzling
audiences with his flashy kicks and punches.
(This is Positive because it positively evaluates an aspect of the movie.)

Sentence: The acting is great! The soundtrack is run-of-the-mill, but the action more than makes up for it.
(This is Positive because the positive statements outweigh the negative.)

Sentence: The story is interesting but the movie is so badly put together that even the most casual viewer may notice the
miserable pacing and stray plot threads.
(This is Negative because the negative statement outweighs the positive one.)

Sentence: A woman in peril. A confrontation. An explosion. The end. Yawn. Yawn. Yawn.
(This is Negative because it puts a negative spin on the author’s experience.)

Sentence: don’t go see this movie.
(This is Negative because it recommends against seeing the movie, reflecting a negative evaluation.)

Sentence: it is directed by Steven Spielberg.
(This is No sentiment because it describes a factual matter with no evaluative component.)

Sentence: I saw it in the local theater with my best friend.
(This is No sentiment because it does not say anything about the movie.)

We further ask you to specify what snippets of text, in the sentence, you think acts as supporting evidence for your chosen
label. The sentence will be shown to you as illustrated below, and your task is to mark (by clicking on them) all the words
you think shows evidence for the sentiment label you chose.

under-
appreciated

This is an of a movie.

Be aware that some sentences might be too long to fit on your screen. In that case you have to scroll in order to see all the
words that can be marked as evidence.

Click the forward button below when you are ready to start the task.

Figure 8: SST-2 annotation instructions.
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Instructions
(Please read these instructions carefully.)

You will be shown 10 multiple-choice questions. All questions and their answer-options have been created by other
crowdworkers, who where instructed to create questions that can be fairly easily answered by humans without context, by
the use of common-sense knowledge.

Your task is to firstly select the answer you think is most correct and sensible. We call this the label of the question.
Secondly, we ask you to mark relevant words in the question that justifies your choice. Specifically, for each word in the
question, if you think that removing it will decrease your confidence toward your chosen label, you should mark it.

In the image below, you see an example of how the task will be presented to you. To the question "Where do you find

the most amount of leafs?", the option "Forest" is selected as the correct answer and four words have been marked as
justification.

Where do you find the most amount of leafs?
Compost pile

Flowers

Field

Ground

For each word in the gquestion, if you think that removing it will decrease your confidence toward
your chosen label, please mark it.

- ) : ) : i ?

When marking words, be aware that some questions might be longer and not fit perfectly on your screen. In that case you
have to scroll in order to see all the words that can be marked. Also, the texts may have misspellings, typos and wrongly
put spaces before punctuation — pay no attention to this.

Click the forward button below when you are ready to start the task.

Figure 9: CoS-E annotation instructions.
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Sentence: The art exhibit has a lot to offer.
Positive
Negative

No sentiment

Mark the evidence for your chosen label.

The art exhibit has . to offer.

(a) Sentiment annotation example.

Question: Where would you get a pen if you do not have one?
briefcase
friend's house
pocket

sidewalk

For each word in the question, if you think that removing it will decrease your confidence toward you chosen label,
please mark it.

b . : ) a H if : H

(b) Common-sense reasoning annotation example.

Figure 10: Screenshots of the annotation tasks as they are viewed in Qualtrics surveys.
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DATASET BO BY LO LY WO WY TOTAL/AVG.
Annot. 51 56 61 73 54 51 346
DynaSent  Annot.” 48 (58%F) 48 (67%F) 48 (44%F) 48 (40%F) 48 (56%F) 48 (48%F) 288
RLR 33.7 325 31.5 29.8 347 29.1 31.9
Annot. 28 27 53 43 27 29 207
SST Annot.* 26 (69%F) 26 (58%F) 26 (38%F) 26 (31%F) 26 (38%F) 26 (69%F) 156
RLR 32.1 25.1 30.7 27.8 29.1 32.7 29.6
Annot. 52 56 74 85 54 55 376
CoS-E Annot.™ 50 (60%F) 50 (60%F) 50 (40%F) 50 (48%F) 50 (48%F) 50 (40%F) 300
RLR 31.9 32.9 34.1 322 333 33.6 33.0

Table 4: Overview of our annotated data. Rows display statistics per dataset. Columns refer to each demo-
graphic group: Black/African American old (BO) and young (BY), Latino/Hispanic old (LO) and young (LY),
White/Caucasian old (WO) and young (WY). Last column show the total quantity of each feature over all groups.
Row-wise within each dataset: ‘Annot.” and ‘N’ reflect the total number of annotators and instances, respectively.

Annot.* refers to the number of annotators left after pre-processing (see exclusion criteria in Section 3.2). Number
shown between brackets refers to the percentage of female annotators. RLR represents the ratio of rationale length
to its input length (percentage).
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Figure 13: Box-plots of group-model rationale agreement for the each dataset measured with Token-F1 (left) and
IOU-F1 (right). Model rationales are extracted with Attention Rollout (top row) and LRP (bottom row). Each dot
represents a model’s agreement with the respective group.
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Figure 14: Per-model difference between the group with the lowest (min) and highest (max) model-group agreement
measured with token-F1. Models on the x-axis are sorted by model size. The min-max captures a measure of fairness,
with a smaller difference entailing more equal model-group rationale alignments. We find that the differences are
uncorrelated with model size (in Million parameters), as is visible in this plot.
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