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Abstract

Hierarchical topic models, which can extract
semantically meaningful topics from a text
corpus in an unsupervised manner and auto-
matically organise them into a topic hierar-
chy, have been widely used to discover the
underlying semantic structure of documents.
However, the existing models often assume
in the prior that the topic hierarchy is a tree
structure, ignoring symmetrical dependencies
between topics at the same level. Moreover,
the sparsity of text data often complicate the
analysis. To address these issues, we propose
NSEM-GMHTM as a deep topic model, with
a Gaussian mixture prior distribution to im-
prove the model’s ability to adapt to sparse
data, which explicitly models hierarchical and
symmetric relations between topics through
the dependency matrices and nonlinear struc-
tural equations. Experiments on widely used
datasets show that our NSEM-GMHTM gener-
ates more coherent topics and a more rational
topic structure when compared to state-of-the-
art baselines. Our code is available at https:
//github.com/nbnbhwyy/NSEM-GMHTM.

1 Introduction

Topic models, which can uncover the hidden se-
mantic structure in a text corpus, have been widely
applied to text analysis. Specifically, a topic model
aims to discover a set of semantically meaningful
topics from a document set. Each topic captures
a common pattern of word co-occurrences in the
document and is often interpreted semantically as
a coherent set of words representing a common
concept. Although traditional topic models like
the Latent Dirichlet Allocation (LDA) (Blei et al.,
2003b) and the Embedded Topic Model (ETM)
(Dieng et al., 2020) are able to achieve this goal,
they assume that topics are independent, which lim-
its the ability of these models to explore the topic
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Figure 1: Illustration of (a) topics discovered by previous hier-
archical topic models, and (b) topics found by our hierarchical
topic model guided by nonlinear structural equations.

structure. To remedy the defect, a series of hier-
archical extensions, such as the hierarchical LDA
(hLDA) (Blei et al., 2003a), the recursive Chinese
Restaurant Process (rCRP) (Kim et al., 2012), and
the nested Hierarchical Dirichlet Process (nHDP)
(Paisley et al., 2015), have been proposed. Com-
monly, these models learn hierarchical topics in
tree structures, which assume that the topics in
the upper layers are more general/abstract than
those in the lower layers. Consequently, reveal-
ing hierarchical relations between topics provides
the user an intuitive way to better understand text
data. However, these methods rely on approximate
approaches (e.g., variational inference and Gibbs
sampling) and require complex derivation or high
computational costs to estimate parameters.

With the development of deep neural networks
and the proposal of Neural Variational Inference
(NVI), there is a growing interest in developing
Neural Hierarchical Topic Models (NHTMs) due
to their fast parameter inference and flexibility
(Isonuma et al., 2020; Chen et al., 2021; Duan
et al., 2021; Xu et al., 2022). Generally, NHTMs
are based on Variational Auto-Encoder (VAE) and
model topic hierarchy as the relationship between
neurons at different levels in the encoder or de-
coder, such as the Tree-Structured Neural Topic

10377

Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics
Volume 1: Long Papers, pages 10377-10390
July 9-14, 2023 ©2023 Association for Computational Linguistics


https://github.com/nbnbhwyy/NSEM-GMHTM
https://github.com/nbnbhwyy/NSEM-GMHTM

Model (TSNTM) (Isonuma et al., 2020) and the
nonparametric TSNTM (nTSNTM) (Chen et al.,
2021). However, most NHTMs rely on a single
isotropic multivariable Gaussian prior distribution,
which often fails to well approximate the posterior
distributions of sparse data (Xiong et al., 2019).
A tighter estimation of the posterior distribution
could greatly improve the power of VAE in fitting
and analyzing sparse data. Moving beyond topic
mining, the application of Gaussian Mixture Model
(GMM) as a priori for latent variables has recently
shown promising performance in the fields of im-
age generation and bioinformatics (Xiong et al.,
2019; Yang et al., 2019).

We further note that previous NHTMs have fo-
cused only on relationships between topics at dif-
ferent levels. For example, Chen et al. (2021) built
a topic tree bottom-up through a dependency ma-
trix, where the parent topic can be considered as a
generalization of its child topics. However, the gen-
eration of high level topics may also be influenced
by the structure between topics at lower levels. For
example, in the case of modules in biochemical
networks or communities in social networks, infor-
mation cross-talk between nodes at the same level
plays a crucial role in the extraction of higher level
abstraction modules (Clauset et al., 2008). Fur-
thermore, returning to the nature of topics, they
can be thought of as words with highly generalised
semantics. Intuitively, as defined by Speer et al.
(2017), not only are there hierarchical relations
between topics with different levels of generalisa-
tion like Chicago and city (ISA), but there should
also be symmetrical relations that belong to the
same level, such as cut and knife (CapableOf) and
learned and learned (RelatedTo). Unfortunately,
existing NHTMs tend to predefine topics as tree
structures, focusing only on modelling topic hi-
erarchy relationships and neglecting symmetrical
relationships between topics that may also help re-
searchers better understand and process textual in-
formation. Furthermore, the use of topic symmetric
structures to help models better capture document
semantics has not been much explored. In addition,
some works (Liu et al., 2018; Viegas et al., 2020)
generate a document via Directed Acyclic Graph
(DAG) structured topics, but the structure of their
generated topics is often unclear.

To overcome these limitations, in this paper, we
propose the Nonlinear Structural Equation Model
guided Gaussian Mixture Hierarchical Topic Model

(NSEM-GMHTM), a deep generative model of doc-
uments. As shown in Figure 1, in contrast to the
previous hierarchical topic models, the core idea
is to apply a Nonlinear Structural Equation Model
(NSEM) to explicitly construct the symmetric de-
pendencies between topics to facilitate the extrac-
tion of a more comprehensive and clear topic struc-
ture. In particular, we introduce gaussian mixture
distribution as a prior for latent variables, enabling
the network to learn more complex distributions,
and further improving the power of VAE in fitting
and analyzing sparse data. Experiments show that
our model outperforms state-of-the-art baselines on
several widely adopted metrics, validating the ra-
tionality of topic structure generated by our model.
Futhermore, ablation studies and extensive quali-
tative evaluations have shown that NSEM guided
NHTM results in a better topic structure, which
further demonstrates the validity of our method.

2 Related Work

Following the pioneering work on topic models
(Blei et al., 2003b), several extension models, such
as hLDA (Blei et al., 2003a) and rCRP (Kim et al.,
2012) have been proposed to explore the rela-
tionships between topics. Although these mod-
els showed clear competitiveness in hierarchical
topic modeling, they are limited by the expensive
iterative inference step, which is not conducive to
further model expansion (Ranganath et al., 2014).

NVI-based topic models (Miao et al., 2017; Ding
et al., 2018; Srivastava and Sutton, 2017) com-
monly converted a document to a Bag-of-Words
(BoW) representation determined on the frequency
count of each vocabulary token in the document.
The BoW input was processed through an MLP
followed by variational inference which sampled
a latent document-topic vector. A decoder net-
work then reconstructed the original BoW using
the latent document-topic vector via a topic-word
distribution. Building hierarchical topic models
based on NVI is a promising direction due to the
fast parameter inference and flexibility. Isonuma
et al. (2020) proposed a tree-structured neural topic
model, which applied doubly-recurrent neural net-
works to parameterize topic distributions over a
tree. Chen et al. (2021) developed a tree-structured
topic model by using nonparametric NVI, which
first learned the potential components of the stick-
breaking process for each document and then mod-
elled the affiliation of components through depen-
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dency matrices between network layers.

Besides tree-structured topic models, several
works proposed to generate a document by a DAG
structured topic hierarchy. For instance, Mimno
et al. (2007) proposed the hierarchical Pachinko Al-
location Model (PAM) by connecting the root topic
to lower-level topics through multinomial distribu-
tions. Liu et al. (2018) and Viegas et al. (2020) ap-
plied Nonnegative Matrix Factorization (NMF) to
generate hierarchical topics in a DAG structure. Al-
though the aforementioned DAG-based approaches
captured all the relations between topics, the gen-
erated topic structures of them were not clear com-
pared to those of the tree-structured topic models.
In turn, the tree-structured topic models ignored
the symmetric relations between topics at the same
level. Unlike previous approaches, our approach
uses NSEM and dependency matrices to capture
both symmetric and hierarchical dependencies be-
tween topics, which helps to further clarify the
structure of topics.

Recently, some works attempted to use other
prior distributions. For neural topic models, Wu
et al. (2020) combined the mixed counting models
and variational inference to develop the Negative
Binomial Neural Topic Model (NB-NTM) and the
Gamma Negative Binomial Neural Topic Model
(GNB-NTM). For HNTMs, Duan et al. (2021) pro-
posed SawETM, which used a Weibull prior to
model sparse and nonnegative documents, and mit-
igated the problem of posterior collapse to some
extent with a Sawtooth Connection module. Xu
et al. (2022) built on an existing method (Duan
et al., 2021) by proposing to embed topics and
words into a hyperbolic space, which enhanced the
model’s ability to mine the implicit semantic hier-
archy. For a more comprehensive comparison of
the models, we used these models as baselines for
our work.

3 The Proposed Model

In this section, we propose NSEM-GMHTM for
text analysis, which aims at exploring a topic
structure. The motivation for designing NSEM-
GMHTM focuses on tackling two main challenges:
(i) How to clearly construct topic symmetric and
hierarchical dependencies; (ii) How to design ex-
pressive neural networks to improve the ability of
models to adapt and analyse sparse data. Below,
we firstly introduce the details of the related tech-
nology, and then describe the decoder and encoder

of NSEM-GMHTM as shown in Figure 2. Finally,
we provide details of model inference.

3.1 Gaussian Mixture VAE

Variational inference has the potential to transform
intractable inference problems into solvable opti-
mization problems (Wainwright et al., 2008), and
thus expands the set of available tools for inference
to include optimization techniques as well. Despite
this, a key limitation of classical variational infer-
ence is the need for the likelihood and the prior
to be conjugate in order for most problems to be
tractably optimized, which in turn limits the appli-
cability of such algorithms.

VAE is the result of a combination of variational
inference with the flexibility and scalability offered
by neural networks (Kingma and Welling, 2014;
Rezende et al., 2014), which uses neural networks
to output the conditional posterior and thus allows
the variational inference objective to be tractably
optimized via stochastic gradient descent. Such a
framework learns the distribution of input data well,
enabling it to combine with the traditional prob-
abilistic graphical models (e.g., LDA) and infer
model parameters quickly (Srivastava and Sutton,
2017). However, the standard VAE uses a single
isotropic multivariable Gaussian prior distribution
over the latent variables and often underfits sparse
data (Xiong et al., 2019).

Applying GMM as the prior over the latent vari-
ables has been used in unsupervised learning for
generating more disentangled and interpretable la-
tent representations. Following Dilokthanakul et al.
(2016), it can be modeled with a joint distribution
p(x, z, ¢), and the joint probability can be factor-
ized as follows:

p(x,2z,¢) = p(x | z)p(z | ¢)p(c) (1)
¢ ~ Mult(m) (2)

K
z|c~ [N (ke o2, D)™ 3)

k=1

x|z~N (u(z),0'2(z)) or B(u(z)) 4)

where K is a predefined number of components
in the mixture, x is the input variable, z is the
latent variable, and the one-hot vector c is sampled
from the mixing probability 7, which chooses one
component from the Gaussian mixture.

3.2 Nonlinear Structural Equation Model

Structural Equation Model (SEM) is a multivariate
statistical model to analyze structural relationships
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Figure 2: The workflow of NSEM-GMHTM with 3 layers.

among different random variables. The basic SEM
was first developed to model the covariance matrix
for random variables (Bollen, 1989). Later, SEM
was found to be very powerful in modeling the re-
lationship between observed features and hidden
latent variables and was widely used in economet-
rics and sociology for causal inference (Goldberger,
1972; Luo et al., 2020). More importantly, SEM
can be adopted to detect the conditional depen-
dency among random variables and therefore also
used to predict the graph structure of Bayesian net-
works and Markov random fields (Yu et al., 2019).
Let W € RP*P be the weighted adjacency matrix
of D variables (nodes) and X € RP*" be a sample
of a joint distribution of D variables over h features,
where each row corresponds to one variable. The
linear SEM model reads:

X=WTXx+Z7 (5)

where Z € RP*" stands for a noise matrix follow-
ing a Gaussian distribution. By combining tradi-
tional linear SEM with deep learning capable of
capturing complex nonlinear mappings, a nonlinear
version of SEM (i.e., NSEM) was proposed by Yu
et al. (2019). It can be defined as follows:

X=fn(@-w")"z)
Z=1-w") fr(X)

(6)
)
where I denotes the identity matrix. f1(-) and fa(+)
stand for multilayer neural networks. By extending

NSEM to bioinformatics, Shu et al. (2021) success-
fully predicted regulatory relationships between

genes, which proved that it could help models cap-
ture symmetric dependencies between topics.

3.3 Modeling Process

Inspired by previous works, we introduce GMM
as a prior for latent variables, enabling the network
to learn more complex distributions while improv-
ing the model’s ability to fit and analyze sparse
data. Additionally, to explore a more comprehen-
sive topic structure from a collection of documents,
NSEM-GMHTM extends the NSEM proposed by
Yu et al. (2019) to capture symmetric dependencies
between topics at the same level. The details of our
model are described in the following.

Document encoder: Given a collection of doc-
uments, we process each document into a Bag-
of-Words (BoW) vector @y, € RY, where V is
the vocabulary size. Following the definition of
Dilokthanakul et al. (2016), the Gaussian mixture
encoder network can be described as follows:

he = fi(@ou) (8)
= (T=w @) ©
hET = tanh (fy (L)) (10)
¢ = Gumbel Softmax(t1) (11)

t¢11 = Reparameter (tf , c) (12)

where the Gumbel Softmax layer produces a K-
dimensional label. Its 7;;, dimension contains the
probability that the input vector belonging to the
1¢p, Gaussian mixture component. During training,
this set of probabilities is gradually enforced to be
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concentrated on one component (Jang et al., 2017).
Following Dilokthanakul et al. (2016), the num-
ber of mixture components K is set to 10. For
each layer of topics, we train both (I — |WW|7) and
(I—w|T) " in the encoder and decoder to cap-
ture the symmetric relations of topics, helping the
model better understand the implicit semantic struc-
ture of the corpus. It is worth noting that k% and t%
denote hidden features without and with the inte-
gration of the symmetric relation, respectively.

Document decoder: Considering the generative
model of NSEM-GMHTM with L layers, from bot-
tom to top, the document decoder can be expressed
as follows:

o= (- @) a3

¢ = tanh (h|M'])) (14)

0’ = softmazx (hfi) (15)

@' = softmaz (T x Wg) (16)
L L

E=>» &'=) 0'¢ (17)
=1 i=1

where Wi € RF' *¥" ig a symmetric matrix, M €
RF' %K i a dependency matrix to capture the hi-
erarchical relationships between topics at different
levels, and k¢ denotes the topic number at layer 1.
It is worth noting that, the weights of W* and M*
are constrained to be nonnegative to maintain inter-
pretability as to the directionality of topic structure.
We calculate topic-word distribution ¢’ by Equa-
tion (16) with topic embeddings Tg and word em-
beddings Wg. Then we reconstruct document :*
by combining document-topic distribution 8% with
topic-word distribution ¢°. To allow each layer
to be useful by itself, we make the decoder recon-
struct each layer back to an 2. More details of the
inference of the model parameters can be found in
Appendix A.

4 Experiments

4.1 Experimental Settings

Datasets: Our experiments are conducted on
three widely-used benchmark text datasets, varying
in different sizes, including 20News (Miao et al.,
2017), NIPS (Tan et al., 2017), and Wikitext-103
(Nan et al., 2019). All datasets have undergone data
preprocessing of removing stop words and deleting
low-frequency words. The statistics of datasets are
listed in Table 1.

Dataset #Docs (Train) #Docs (Test) Vocabulary size
20News 11,314 7,531 3,997
NIPS 1,350 149 3,531
Wikitext-103 28,472 120 20,000
Table 1: The statistics of datasets.
Baselines and parameter settings: For hierar-

chical topic models, we adopt TSNTM (Isonuma
et al., 2020)', CluHTM (Viegas et al., 2020)32,
SawETM (Duan et al., 2021)*, HyperMiner* (Xu
et al., 2022), and nTSNTM (Chen et al., 2021)° as
our baselines. For all these models, the max-depth
of topic hierarchy is set to 3 by following Isonuma
et al. (2020). For nonparametric or flat topic mod-
els, we adopt HDP (Teh et al., 2004)° , ETM (Dieng
et al., 2020)’, NB-NTM & GNB-NTM (Wu et al.,
2020)%, and iTM-VAE & HiTM-VAE (Ning et al.,
2020)° as baselines. HDP is a classical nonparamet-
ric topic model that allows potentially an infinite
number of topics. ETM is a document generative
model that combines LDA (Blei et al., 2003b) with
word embeddings. It assumes that topics and words
exist in the same embedding space, thus learning
interpretable word and topic embeddings. For iTM-
VAE & HiTM-VAE, they extended the method in
Nalisnick and Smyth (2017) to introduce nonpara-
metric processes into the NVI framework by ex-
tracting potential infinite topics.

To better compare parametric and nonparametric
topic models, we follow Chen et al. (2021) to set
topic numbers to 50 and 200 for all flat parametric
models. For nonparametric models (i.e., HDP, iTM-
VAE & HiTM-VAE, CluHTM, and nTSNTM), we
use the best hyperparameters reported in the orig-
inal papers. For the parametric hierarchical topic
models (i.e., SawETM, HyperMiner, and NSEM-
GMHTM), the topic numbers of different layers
are set as 128, 32 and 8. It is worth mentioning that
for all the indicators below except topic specializa-
tion (Kim et al., 2012), we calculate the average
score for the 5, 10, and 15 top words. More training
details of methods can be found in Appendix B.

1http://github.com/misonuma/tsntm
2http://github.com/feliperviegas/cluhtm
3http://github.com/BoChenGroup/SawETM
*https://github.com/NoviceStone/HyperMiner
5http://github.com/hostnlp/nTSNTM
6http://github.com/arnim/HDP
"http://github.com/adjidieng/ETM
8http://github.com/mxiny/NB—NTM
9http://github.com/walkerning/itmvae_public
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Dataset 20News NIPS Wikitext-103
Model 50 200 50 200 50 200

ETM 0263 0248 0.098 0.068 0214 0217
NB-NTM 0.265 0281 0.107 0.103 0.127 0.125
GNB-NTM 0.292 0278 0.101 0.126 0.127 0.093
HDP 0.273 0.131 0.157
iTM-VAE 0.278 0.098 0.184
HiTM-VAE 0.294 0.135 0.233
SawETM 0.264 0.133 0.154
nTSNTM 0.262 0.101 0.169
TSNTM 0.282 0.116 0.237
HyperMiner 0.263 0.135 0.225
CluHTM 0.219 0.122 -
NSEM-GMHTM 0.307 0.147 0.255

Table 2: The average NPMI scores between top 5, 10, and 15
words in each topic. The higher score means better perfor-
mance and the best scores are in boldface. We do not report the
results of CluHTM on Wikitext-103 since it failed to achieve
convergence in 48 hours.

4.2 Evaluation on Topic Interpretability

In this part, we use the widely adopted NPMI (Chen
et al., 2021; Isonuma et al., 2020; Viegas et al.,
2020; Bouma, 2009) to evaluate topic interpretabil-
ity. As mentioned by Lau et al. (2014), NPMI is
a measurement of topic coherence that is closely
consistent with the ranking of topic interpretabil-
ity by human annotators. As shown in Table 2,
the proposed model performs significantly better
than previous NHTMs on all datasets, achieving
a better NPMI by a margin of 8.9% on 20News,
26.7% on NIPS, and 7.6% on Wikitext-103, where
percentage improvements are determined over the
second best NHTMs. Compared to SawETM, our
NSEM-GMHTM’s NPMI is on average 30.8%
higher across the three datasets, presumably be-
cause SawETM only constructs topic hierarchies,
which are not entirely accurate, whereas NSEM-
GMHTM novelly models symmetric relationships
of topics and is therefore able to capture the struc-
tural properties between topics at the same level.
In addition, our method shows competitive per-
formance compared to the best flat baselines. In
particular, the NPMI of NSEM-GMHTM is im-
proved by 8.9% compared to HITM-VAE on the
NIPS dataset.

4.3 Topic Structure Analysis

In this section, we use the evaluation metrics pro-
posed by prior works, including topic specialization
(Kim et al., 2012), cross-level normalized point-
wise mutual information (CLNPMI) (Chen et al.,
2021), topic uniqueness (TU) (Nan et al., 2019),
and overlap rate (OR) (Chen et al., 2021) to com-

prehensively assess the topic hierarchy generated
by NSEM-GMHTM from different perspectives
and to compare it with state-of-the-art approaches.
Key words of topics are ranked from the topic-word
matrix ¢ (Blei et al., 2003a).

Semantic rationality of topic hierarchy: In the
real world, higher-level topics are generalized rep-
resentations of their lower-level counterparts, for
example, basketball and football can be subsumed
within the larger topic of sport. In other words, the
semantics of topics at higher levels should be more
general, while the ones close to the bottom should
be more specific. Topic specialization (Kim et al.,
2012) quantifies this feature by calculating the co-
sine distance of the word distribution between each
topic and the entire corpus. A higher specializa-
tion score implies that the topic is more specialized.
Therefore, we adopt topic specialization as an in-
dicator for evaluating semantic rationality of topic
hierarchy. Figure 3 illustrates the topic special-
ization scores of all hierarchical topic models at
each level. The results show that NSEM-GMHTM
achieves a reasonable pattern of topic specialisation
across different datasets, i.e., the scores get lower
while the levels get deeper. Oppositely, CluHTM
gets topic specialization scores close to 1 at all lev-
els on 20News and NIPS datasets, which indicates
unreasonable topic hierarchies.

Furthermore, when the model is insufficient to
capture the complex underlying topic structure
within the corpus, it tends to undergo mode col-
lapse, which generates topics that are particularly
similar. We, therefore, measure the semantic redun-
dancy of the topic hierarchy with the widely-used
topic uniqueness (TU) (Nan et al., 2019), which is
calculated as follows:

1 &L
v ﬁzzcnt(n,k:)

k=1n=1

(18)

where K is the number of topics and cnt(n, k) is
the total number of times the n;; top word in the
kyp, topic appears in the top N words across all
topics. The results in Table 3 indicate that our
model significantly outperforms the baselines. In
summary, these results show a clear hierarchy and
low redundancy in the semantics of topics gener-
ated by NSEM-GMHTM, which demonstrates the
semantic rationalization of topic hierarchy.

Structural rationality of topic hierarchy: As
mentioned by Viegas et al. (2020), a reasonable
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Dataset Metric SawETM CluHTM TSNTM nTSNTM HyperMiner NSEM-GMHTM

CLNPMIT 0.060 - 0.086 0.113 0.079 0.090

Wikitext-103 TUT 0.221 - 0.615 0.730 0.520 0.797
OR| 0.064 - 0.078 0.080 0.162 0.017

CLNPMIt 0.138 0.123 0.109 0.144 0.143 0.146

20News TUT 0.716 0.577 0.430 0.683 0.388 0.811
OR| 0.064 0.332 0.052 0.030 0.143 0.011

CLNPMIt 0.034 0.098 0.113 0.022 0.048 0.028

NIPS TUT 0.431 0.285 0.116 0.373 0.662 0.719
OR| 0.071 0.447 0.078 0.063 0.135 0.025

Table 3: The CLNPMI, TU, and OR scores of all hierarchical
topic models, where - indicates that the results could not be
obtained within 48 hours.

20News NIPS
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Figure 3: Topic specialization of different hierarchical topic
models at each level.

topic structure also indicates that child topics are
coherent with their corresponding parent topics.
However, it is also inconsistent with the assump-
tion of a topic hierarchy if the parent and child
topics are too similar. Therefore, to measure
the relationship between parent and a child top-
ics, we use CLNPML and OR to quantify coher-
ent and redundancy between topics respectively.
CLNPMI is proposed by Chen et al. (2021) to
calculate the average NPMI value of every parent
and its children topics by CLNPMI (W), W,) =

NPMI(w;,w;) ;L
ZwieW; ijGWé “walw where W), =

W, — W, and W, = W, — W, in which W, and
W, denote the top /N words of a parent topic and
a child topic respectively. OR measures the av-
eraged repetition ratio of top /N words between
parent topics and their children, which is defined
as: YeWel - Following Duan et al. (2021), we
treat the 2 most relevant lower-level topics of each
upper-level topic as parent-child topics. Table 3
shows the performance of different models on mul-
tiple datasets, which demonstrates that our topic
structure ensures the most diversity while remains
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Figure 4: Visualization of word and topic embeddings, where
Topic: [_i denotes the i, topic at the 4, layer.

good coherences between parent and child topics,
proving the structural rationality of topic hierarchy.

4.4 Qualitative Analysis

Visualisation of embedding space: The top 5
words from eight topics generated by NSEM-
GMHTM over 20News are visualized in Figure
4 via UMAP visualization (Mclnnes et al., 2018).
We can observe that the topics are highly inter-
pretable in the word embedding space, where each
topic is close to semantically related words. Be-
sides, while words under the same topic are closer
together, words under different topics are far apart.
Additionally, the related topics are also closer in the
embedding space, such as Topic: 1_94 and Topic:
1_126.

Hierarchical structure of topics: To intuitively
demonstrate the ability of our model in generat-
ing hierarchical topic structures (i.e., relationships
between topics at different levels), we visualize
several topics extracted by our NSEM-GMHTM
from 20News. As shown in Figure 5, each rect-
angle represents a topic and its top 10 words, and
there are arrows from sub-topics to the most related
topics. Consistent with the claim of topic special-
ization, the topics closer to root are more general
and those closer to leaves are more specific. Be-
sides, child topics are related to parent topics, e.g.,
boston is a child of states, and authority is a child
of law. These results show that the semantic mean-
ing of each topic and the connections between the
topics of adjacent layers are highly interpretable,
which demonstrates that our method can learn a
reasonable topic hierarchy.
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Figure 5: An example of hierarchical topics learned from 20News by NSEM-GMHTM.

Symmetric structure of topics: Apart from ex-
celling at topic hierarchy learning, another appeal-
ing characteristic of NSEM-GMHTM is that it can
discover an interpretable topic symmetric structure.
In this part, we perform the topic symmetric rela-
tions discovery experiment on 20News. We query
the top ranked same-level topic associations and
some examples are shown in Table 4. The results
show that our model can capture symmetric depen-
dencies between topics, such as nsa for Topic: 1_76
and secure for Topic: 1_99, as well as israel and
nazi for the 7, ranked association. Furthermore,

Rank |  Label |

Topic: 1_76 | clipper des nsa escrow encrypted
2 Topic: 1_.99 | encryption privacy secure rsa cryptography
Topic: 1_57 | jesus christ matthew scripture resurrection
6 Topic: 1_77 | sin lord spirit heaven scripture
Topic: 1_79 | israel israeli ~ arab palestinian  lebanon
7 Topic: 1_106 | nazi muslim  german genocide nazis
Topic: 1_43 gun guns firearms weapon handgun
9 Topic: 1_53 crime fbi batf waco defense
Topic: 1_57 | jesus christ matthew scripture resurrection
14 Topic: 1_71 | truth believe interpretation  belief follow

Table 4: Top topic relationships ranked by NSEM-GMHTM.

we extract topic symmetric dependencies from the
first layer and construct a topic-topic network by
selecting 100 topic associations with the greatest
weight as edges. To better analyze the topic-topic
network, we use Gephi'? to visualize the topics and
identify communities via a community detection al-
gorithm (Blondel et al., 2008). As shown in Figure
6, topics with symmetric associations tend to form
clusters and have tighter semantics within clusters

10https://gephi.org/

(Table 5 and Table 6), suggesting that exploring
symmetric associations between topics may be use-
ful in further mining the semantic structure of a
text corpus.

Label |
Topic: 1_82 ‘ cost market costs cheaper expensive
Topic: 1_70 ‘ armenian armenians armenia azerbaijan  genocide
Topic: 1_100 ‘ jews jewish greek adam jew
Topic: 1_126 ‘ surrender  banks pitt gordon intellect
Topic: 1_106 ‘ nazi muslim german  genocide nazis
Topic: 1_25 ‘ religion  atheism morality atheists religious
Topic: 1_79 ‘ israel israeli arab palestinian  lebanon

Table 5: Top 5 words of topics in the green box of Figure 6.

Label |
Topic: 1_76 ‘ clipper des nsa escrow  encrypted
Topic: 1_99 ‘ encryption  privacy secure rsa cryptography
Topic: 1_64 ‘ low high rate higher rates
Topic: 191 ‘ state rights constitution  political ~ civil

Topic: 1_32 ‘anti population armed murder  crime

Topic: 1_53 ‘ crime 1bi batf waco defense
Topic: 1_43 ‘ gun guns firearms weapon  handgun
Topic: 1_40 ‘ crime 1bi batf waco defense
Topic: 1_125 ‘ key keys blocks pgp scheme

Table 6: Top 5 words of topics in the blue box of Figure 6.

4.5 Ablation Study

For analyzing the effect of each component of our
model, we ablate different components in three
cases: 1) Without replacing the Gaussian prior dis-
tribution with a Gaussian mixture distribution (w/o
GMM). 2) Without using pre-trained word embed-
dings (w/o PWE). 3) Without introducing NSEM to
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Figure 6: Topic symmetric network’s first layer learned from
20News by NSEM-GMHTM. Each community is symbolized
by a specific color and the details of green and blue boxes are
shown in Table 5 and Table 6, respectively.

capture the symmetric topic relations (w/o NSEM).
Table 7 tabulates all metrics on the three datasets
for the three cases with NSEM-GMHTM. Results
suggested that by introducing PWE and GMM com-
ponents, the model can better capture the underly-
ing topic hierarchy and achieve topic interpretabil-
ity improvements. Moreover, the introduction of
NSEM helps to enhance the semantic coherence
of the topics but reduces the uniqueness of top-
ics. Furthermore, NSEM has a significant impact
on TU, NPMI, and OR, indicating that exploring
symmetrical relationships between topics can help
to generate a more rational topic structure and im-
prove the interpretability of the model. In summary,
all components of the NSEM-GMHTM method are
reasonable and effective.

Datasets | Model | NPMIt TU? OR| CLNPMI{
Ours 0.255  0.791 0.017 0.090
Ours w/o GMM | 0255 0.641 0.021 0.092

Wikitext-103 | Qurs w/o PWE 0252 0787 0.025 0011

Ours w/o NSEM 0.261  0.641 0.045 0.147

Ours 0.307 0.811 0.011 0.146
Ours w/o GMM 0.271  0.436 0.016 0.131
Ours w/o PWE 0.277  0.698 0.019 0.127
Ours w/o NSEM 0.284  0.807 0.038 0.171

Ours 0.147  0.719 0.028 0.025
Ours w/o GMM 0.129  0.642 0.031 0.025
Ours w/o PWE 0.126  0.681 0.037 0.031
Ours w/o NSEM 0.141  0.689 0.042 0.057

20News

NIPS

Table 7: Results of ablation evaluation on all datasets.

Metric  SawETM TSNTM nTSNTM HyperMiner NSEM-GMHTM
Speed 5.28 1138 38.6S 4.48 3.8S
#Params 1.9M 1.3M 0.5M 22M 1.5M

Table 8: Speed and number of parameters for NHTMs on the
20News dataset.

4.6 Analysis of Model Complexity

Here, we compare the complexity of our model
and all benchmarks of NHTMs. Specifically, we
average the cost of 10 training epochs for each
model on 20News to record the running time. In
addition, the number of parameters for models is
recorded, as shown in Table 8. It is worth not-
ing that, although CluHTM is excluded due to its
unique training strategy, it is clear from Table 3
that its running time is far greater than that of the
other NHTMs. We can find that NSEM-GMHTM
achieves competitive performance, demonstrating
that explicitly modelling hierarchical and symmet-
ric dependencies does not significantly increase the
complexity of the model, and further demonstrating
the scalability of our model.

5 Conclusion

In this paper, we propose a novel neural topic
model named NSEM-GMHTM. Our method ex-
plicitly constructs symmetric and hierarchical de-
pendencies between topics through NSEM and
dependency matrices. In addition, we introduce
GMM as a prior for latent variables to improve
the ability of NSEM-GMHTM to fit and analyze
sparse data. Extensive experiments have shown
that our method outperforms state-of-the-art base-
lines in extracting coherent and reasonably struc-
tured topics. Furthermore, with learned word and
topic embeddings, and different types of topic re-
lationships (hierarchical and symmetric), NSEM-
GMHTM can discover a clearly interpretable topic
structure. Eventually, the topic structures mined
by NSEM-GMHTM show defined topic associa-
tions beyond the hierarchy, which are more consis-
tent with the semantic relations of generic knowl-
edge graphs such as WordNet (Miller, 1995) and
ConceptNet (Speer et al., 2017) compared to other
NHTMs, suggesting that our model may be able
to exploit knowledge more fully. In the future, we
will attempt to further incorporate prior informa-
tion to guide the discovery of topic structures. In
summary, our findings suggest that the discovery
of topic structure can benefit from the construction
of topic symmetric relations, which may contribute
to a better understanding of text data.
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Limitations

Our approach is only a small step towards mining
more comprehensive, high-quality topic structures,
and there are many more issues that need to be ad-
dressed in the future. For example, there are still
limitations in the current assessment of the struc-
ture of topics mined by different models. Examples
include assessing the validity of topic hierarchical
indicators by topic specialization and the validity
of the symmetric structure of topics through clus-
tering as we have demonstrated. All these assess-
ment methods are only a sideways demonstration of
the interpretability of the topic structure. Besides,
there is still a lot of a prior information available
in the field of topic modelling, e.g. WordNet, and
it may help researchers to explore further in the
field of topic modelling if they can combine prior
human knowledge and information on topic-words
obtained from models to define quantitative metrics
that are more consistent with human understanding.
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A Parameter Inference Algorithm

We apply NVI to inference network parameters,
which is efficient and flexibility (Srivastava and
Sutton, 2017). Similar to VAEs, the training ob-
jective of our model is to maximize the following
Evidence Lower Bound (ELBO):

L
LerBo = ZEq(oi,w,c\m) logp (2| 6", ¢")] +
=1
— Dk [q (OLaC | x) |[p (GL?C)]
(19)

Algorithm 1: Parameter Inference Algo-
rithm
Input

: The embedding of words Wg and

documents {x1,...,xp};
Output : Topic-word distribution ¢, topic
hierarchy T3, and topic symmetry
Ts.

1 Randomly initialize dependency matrices
M, symmetric matrices W, and topic

embeddings 7.
2 repeat
3 | for documents xq € {x1,...,zp} do
4 Estimate {6} by Egs. (8-15);
5 Infer {¢} by Eq. (16);
6 Reconstruction @4 < {64}, {¢};
7 Compute Lr1,po by Eq. (19);
8 Update f(-), W, M and Tg;

9 until convergence;
10 T, and T are built from M, W, and ¢.

where the first term is the reconstruction error for
the different levels of topics with an additional L1
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norm to regularize the symmetric dependency ma-
trix matrix ¢, while the second term is the Kull-
back-Leibler (KL) divergence that constrains pos-
terior ¢ (0, c | ) to be close to its prior p (67, ¢)
in the generative model. The parameter inference
method for NSEM-GMHTM is presented in Al-
gorithm 1. We use the variational lower-bound to
calculate gradients and apply RMSprop to update
parameters.

B Training Details

NSEM-GMHTM is implemented via PyTorch. To
keep simplicity, for the multilayer neural network
f(+) in the encoder, we use a fully-connected neural
network with T'anh as the activation function. For
the embedding-based topic models including ETM,
SawETM, nTSNTM, CluHTM, HyperMiner, and
NSEM-GMHTM, we incorporate pre-trained word
embeddings (Viegas et al., 2020)!! into them. All
experiments were conducted with public model
codes, trained for a single run, and on a workstation
equipped with an Nvidia RTX 1080-Ti GPU and a
Python environment with 128G memory.

llhttps ://nlp.stanford.edu/projects/glove

10388


https://nlp.stanford.edu/projects/glove

ACL 2023 Responsible NLP Checklist

A For every submission:

¥ Al. Did you describe the limitations of your work?
In the "Limitations" section.

A2. Did you discuss any potential risks of your work?
To the best of our knowledge, we haven't identified any potential risks of our work.

¥ A3. Do the abstract and introduction summarize the paper’s main claims?
In the "Abstract" section and Section 1 "Introduction”.

A4. Have you used Al writing assistants when working on this paper?
Left blank.

B ¥ Did you use or create scientific artifacts?

In Section 3 "The Proposed Model" and Section 4 "Experiments" .

¥/ B1. Did you cite the creators of artifacts you used?
In Section 4 "Experiments” and Appendix B "Training Details".

B2. Did you discuss the license or terms for use and / or distribution of any artifacts?
We will include the license or terms in the README file of our code repository.

X B3. Did you discuss if your use of existing artifact(s) was consistent with their intended use, provided
that it was specified? For the artifacts you create, do you specify intended use and whether that is
compatible with the original access conditions (in particular, derivatives of data accessed for research
purposes should not be used outside of research contexts)?

We will specify intended use of existing artifacts and the created artifact in the README file of our
code repository.

B4. Did you discuss the steps taken to check whether the data that was collected / used contains any
information that names or uniquely identifies individual people or offensive content, and the steps
taken to protect / anonymize it?

We have adopted widely-used corpora without sensitive information for our experiments.

¥/ B5. Did you provide documentation of the artifacts, e.g., coverage of domains, languages, and
linguistic phenomena, demographic groups represented, etc.?
We report the language and basic information about the artifacts in Section 4.1.

v B6. Did you report relevant statistics like the number of examples, details of train / test / dev splits,
etc. for the data that you used / created? Even for commonly-used benchmark datasets, include the
number of examples in train / validation / test splits, as these provide necessary context for a reader
to understand experimental results. For example, small differences in accuracy on large test sets may
be significant, while on small test sets they may not be.

We report relevant statistics in detail in section 4.1.

C ¥ Did you run computational experiments?
In Section 4 "Experiments”.
¥/ C1. Did you report the number of parameters in the models used, the total computational budget

(e.g., GPU hours), and computing infrastructure used?
We describe the model complexity and the equipment used in Section 4.6.

The Responsible NLP Checklist used at ACL 2023 is adopted from NAACL 2022, with the addition of a question on Al writing
assistance.

10389


https://2023.aclweb.org/
https://2022.naacl.org/blog/responsible-nlp-research-checklist/
https://2023.aclweb.org/blog/ACL-2023-policy/
https://2023.aclweb.org/blog/ACL-2023-policy/

v C2. Did you discuss the experimental setup, including hyperparameter search and best-found
hyperparameter values?
We discuss the experiment settings in Section 4.1.

v C3. Did you report descriptive statistics about your results (e.g., error bars around results, summary
statistics from sets of experiments), and is it transparent whether you are reporting the max, mean,
etc. or just a single run?

To ensure reproducible results, all experiments for the models are run with a fixed random seed. In
Section 4 "Experiments" and Appendix B "Training Details".

v C4. If you used existing packages (e.g., for preprocessing, for normalization, or for evaluation), did
you report the implementation, model, and parameter settings used (e.g., NLTK, Spacy, ROUGE,
etc.)?

We report the used existing packages for preprocessing and evaluation in Section 4.1.

D Did you use human annotators (e.g., crowdworkers) or research with human participants?
Left blank.

[l D1. Did you report the full text of instructions given to participants, including e.g., screenshots,
disclaimers of any risks to participants or annotators, etc.?
No response.

L1 D2. Did you report information about how you recruited (e.g., crowdsourcing platform, students)
and paid participants, and discuss if such payment is adequate given the participants’ demographic
(e.g., country of residence)?

No response.

0J D3. Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? For example, if you collected data via crowdsourcing, did your instructions to
crowdworkers explain how the data would be used?
No response.

[ D4. Was the data collection protocol approved (or determined exempt) by an ethics review board?
No response.

(] D5. Did you report the basic demographic and geographic characteristics of the annotator population
that is the source of the data?
No response.

10390



