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Abstract

Generalized intent discovery aims to extend
a closed-set in-domain intent classifier to an
open-world intent set including in-domain and
out-of-domain intents. The key challenges lie
in pseudo label disambiguation and represen-
tation learning. Previous methods suffer from
a coupling of pseudo label disambiguation and
representation learning, that is, the reliability
of pseudo labels relies on representation learn-
ing, and representation learning is restricted
by pseudo labels in turn. In this paper, we pro-
pose a decoupled prototype learning framework
(DPL) to decouple pseudo label disambiguation
and representation learning. Specifically, we
firstly introduce prototypical contrastive repre-
sentation learning (PCL) to get discriminative
representations. And then we adopt a prototype-
based label disambiguation method (PLD) to
obtain pseudo labels. We theoretically prove
that PCL and PLD work in a collaborative fash-
ion and facilitate pseudo label disambiguation.
Experiments and analysis on three benchmark
datasets show the effectiveness of our method.!

1 Introduction

Intent classification (IC) is an important component
of task-oriented dialogue (TOD) systems. Tradi-
tional intent classification models are based on a
closed-set hypothesis (Chen et al., 2019; Yang et al.,
2021). That is, they rely on a pre-defined intent
set provided by domain experts and can only rec-
ognize limited in-domain (IND) intent categories.
However, users may input out-of-domain (OOD)
queries in the real open world. OOD intent detec-
tion (Lin and Xu, 2019; Xu et al., 2020; Zeng et al.,
2021; Wu et al., 2022a,b) identifies whether a user
query falls outside the range of pre-defined IND
intent set. Further, OOD intent discovery task (Lin

*The first three authors contribute equally. Weiran Xu is
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Figure 1: The illustration of GID task.

et al., 2020; Zhang et al., 2022; Mou et al., 2022c¢,a)
(also known as new intent discovery) groups unla-
beled OOD intents into different clusters. However,
all these work cannot expand the recognition scope
of the existing IND intent classifier incrementally.

To solve the problem, Mou et al. (2022b) pro-
poses the Generalized Intent Discovery (GID) task,
which aims to simultaneously classify a set of la-
beled IND intents while discovering and recogniz-
ing new unlabeled OOD types incrementally. As
shown in Fig 1, GID extends a closed-set IND clas-
sifier to an open-world intent set including IND
and OOD intents and enables the dialogue sys-
tem to continuously learn from the open world.
Previous GID methods can be generally classified
into two types: pipeline and end-to-end. The for-
mer firstly performs intent clustering and obtains
pseudo OOD labels using K-means (MacQueen,
1967) or DeepAligned (Zhang et al., 2021a), and
then mixes labeled IND data with pseudo-labeled
OOD data to jointly learn a new classifier. How-
ever, pipeline-based methods separate the intent
clustering stage from the joint classification stage
and these pseudo OOD labels obtained in the in-
tent clustering stage may induce severe noise to the
joint classification. In addition, the deep semantic
interaction between the labeled IND intents and
the unlabeled OOD data is not fully considered
in the intent clustering stage. To alleviate these
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Figure 2: Comparison between baseline E2E and our
proposed DPL method.

problems, Mou et al. (2022b) proposes an end-to-
end (E2E) framework. It mixes labeled IND data
with unlabeled OOD data in the training process
and simultaneously learns pseudo OOD cluster as-
signments and classifies IND&OOD classes via
self-labeling (Asano et al., 2020).

E2E framework achieves state-of-the-art results
in most scenarios, but there are still two key chal-
lenges: (1) Pseudo Label Disambiguation. In the
GID task, the performance of the joint classifier de-
pends on pseudo labels of unlabeled OOD data, so
we need to improve the reliability of pseudo labels
during the training process, which is called "pseudo
label disambiguation". (2) Representation Learn-
ing. We hope to form a clear cluster boundary for
different IND and OOD intent types, which also
benefits pseudo label disambiguation. As shown
in Fig 2(a), the state-of-the-art E2E method (Mou
et al., 2022b) adopts a self-labeling strategy (Asano
et al., 2020; Fini et al., 2021) for pseudo label dis-
ambiguation and representation learning. Firstly,
it obtains the pseudo label of an OOD query by
its augmented view in a swapped prediction way
for pseudo label disambiguation. Next, it uses the
pseudo labels as supervised signals and adopts a
cross-entropy classification loss for representation
learning. Therefore, pseudo label disambiguation
and representation learning are coupled, which has
led to a non-trivial dilemma: the inaccurate pseudo
labels will limit the quality of representation learn-
ing, and poor representation quality will in turn
prevent effective pseudo label disambiguation. We
also find that the coupling of pseudo label disam-
biguation and representation learning leads to slow
convergence of the model (see Section 5.1).

To solve this problem, we propose a novel
Decoupled Prototype Learning framework (DPL)
for generalized intent discovery, which aims to de-
couple pseudo label disambiguation and represen-
tation learning. Different from the previous E2E

method, DPL consists of two complementary com-
ponents: prototypical contrastive representation
learning (PCL) to get good intent representations
and prototype-based label disambiguation (PLD)
to obtain high-quality pseudo labels, as shown in
Fig 2(b). In our framework, PCL and PLD work
together to realize the decoupling of pseudo label
disambiguation and representation learning. Specif-
ically, we firstly employ the output probability dis-
tribution of the joint classifier to align samples and
corresponding prototypes and perform prototypi-
cal contrastive representation learning (Li et al.,
2021; Wang et al., 2021; Cui et al., 2022). We
aim to pull together similar samples to the same
prototype and obtain discriminative intent represen-
tations. Secondly, based on the embeddings and
class prototypes learned by PCL, we introduce a
prototype-based label disambiguation, which grad-
ually updates pseudo labels based on the class pro-
totypes closest to the samples. Finally, we use these
pseudo labels to train a joint classifier. We leave the
details in the following Section 2. In addition, we
theoretically explain that prototypical contrastive
representation learning gets closely aligned repre-
sentations for examples from the same classes and
facilitates pseudo label disambiguation (Section
3). We also perform exhaustive experiments and
qualitative analysis to demonstrate that our DPL
framework can obtain more reliable pseudo labels
and learn better representations in Section 5.

Our contributions are three-fold: (1) We pro-
pose a novel decoupled prototype learning (DPL)
framework for generalized intent discovery to bet-
ter decouple pseudo label disambiguation and rep-
resentation learning. (2) We give a theoretical inter-
pretation of prototypical contrastive representation
learning to show that it gets better representations
to help pseudo label disambiguation. (3) Experi-
ments and analysis on three benchmark datasets
demonstrate the effectiveness of our method for
generalized intent discovery.

2 Approach

2.1 Problem Formulation

Given a set of labeled in-domain data D'VP

{ (mZI ND. yZI ND ) }?:1 and unlabeled OOD data
Do — {(m?OD) }:Zl, where y/NP €
YIND YIND — f1 2 ... N}, GID aims to train
a joint classifier to classify an input query to the to-
tal label set Y = {1,...,. NN+ 1,...,.N+ M}

where the first IV elements denote labeled IND
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Figure 3: Overall architecture of our DPL method.

classes and the subsequent M ones denote newly
discovered unlabeled OOD classes. For simplicity,
we assume the number of OOD classes is specified
as M. Since OOD training data is unlabeled, how
to obtain accurate pseudo labels a key problem.

2.2 Overall Architecture

Fig 3 displays the overall architecture of our pro-
posed decoupled prototype learning (DPL) frame-
work for generalized intent discovery. We firstly
get contextual features using BERT encoder (De-
vlin et al., 2019). To better leverage prior intent
knowledge, we first pre-train the encoder on la-
beled IND data to get intent representations as E2E
(Mou et al., 2022b). And then we add a joint clas-
sifer and a projection layer > on top of BERT. Given
an input query, the projection layer maps the intent
features of BERT encoder to a hypersphere, and
uses prototypical contrastive representation learn-
ing (PCL) to further learn discriminative intent rep-
resentations and class prototypes. Based on the rep-
resentations and prototypes, we adopt a prototype-
based label disambiguation (PLD) method to ob-
tain pseudo labels, and use a cross-entropy(CE)
objective to optimize the joint classifier. In the
DPL framework, prototypical contrastive represen-
tation learning is not limitted by pseudo labels, and
decouples pseudo label disambiguation and repre-
sentation learning. We provide a pseudo-code of
DPL in Appendix D.

2.3 Prototypical Contrastive Learning

Sample-prototype alignment We introduce proto-
typical contrastive representation learning (PCL) in
our DPL framework. Firstly, we randomly initialize
the Lo-normalized prototype embedding 1, j =
1,2,..., N + M of each intent category, which can

*In the experiments, we use a two-layer non-linear MLP
to implement the projection layer.

be seen as a set of representative embedding vec-
tors, and then for each input sample x;, we need
to align it with the corresponding class prototype.
Specifically, if x; belongs to IND intents, we use
ground-truth label to align the sample with class
prototype. If the input sample belongs to OOD
intents, the output logit [90P = (1N .. [NTM)
can be obtained by the joint classifier f(z;) ®, and
we can use ZZO OD o align the sample with class pro-
totype. The alignment relationship is as follows:

q; = [ONQ liOOD] = poob
IND

where y; is a one-hot vector of ground-truth
label, 057, 0y are M or N-dimention zero vectors
and ¢/,j = 1,2,..., N + M represents the confi-
dence probability that sample z; belongs to proto-
type ju;. After obtaining the alignment relationship
between samples and prototypes, we get the Lo-
normalized embedding z; of sample z; through the
projection layer g(z;), and then perform prototypi-
cal contrastive learning as follows:

B j exp (sim (z;, p15) /7)
£ron = =) 01108 5= G o, i) /7
2)
where 7 denotes temperature, and we set it to
0.5 in our experiments. PCL pulls together similar
samples to the same prototype and obtain discrim-
inative intent representations. Furthermore, we
also add the instance-level contrastive loss to alle-
viate the problem of incorrect alignment between
samples and prototypes caused by unreliable confi-
dence probability at the beginning of training.
exp (sim (z;, ) /7)
Fins ZZ: o >k Lpz) €xp (sim (24, 2x) /7)
3)
where Z; denotes the dropout-augmented view
of z;. Finally, we jointly optimize £pcy, and L;ns
to learn cluster-friendly representation.

Update prototype embedding The class pro-
totype embedding needs to be constantly updated
during the training process. The naive way to up-
date prototypes is to calculate the average value
of embeddings for samples of the same class at
each iteration. However, this will lead to a large
amount of computing overhead, which will lead to
unbearable training delays. Therefore, we update
the prototype vector in a moving-average style:

PIERR

ey

p. = Normalize (yp, + (1 —7)z;)  (4)

3Following (Mou et al., 2022b), we also adopt SK algo-
rithm (Cuturi, 2013) to calibrate the output logits.
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where the prototype . of intent class c can be de-
fined as the moving-average of normalized embed-
dings z;, if the confidence of sample z; belonging
to category c is the largest. The moving average
coefficient -y is a tunable hyperparameter.

2.4 Prototype-based Label Disambiguation

Prototypical contrastive learning gets discrimina-
tive intent representations, compact cluster distri-
butions and class prototype embeddings that fall in
the center of corresponding clusters. Next, we need
to use the learned class prototypes for pseudo label
disambiguation. Specifically, if an input sample x;
belongs to IND intents, we use ground-truth label
directly, if an input sample belongs to OOD intents,
the pseudo target assignment is to find the nearest
prototype of the current embedding vector. The
pseudo label is constructed as follows:

[erINDOJ\/f] T GDIND
Y = [0 7p?OD} ; € DOOD o)
. 1
pi = {0

if ¢ = argmax;cyoop ziTuj
After obtaining pseudo labels, we use cross-
entropy loss Lo g to optimize the joint classifier,
and learn to classify labeled IND intents and the
newly discovered unlabeled OOD intents.

(6)

else

3 Theoretical Analysis

In this section, we provide a theoretical explana-
tion of why prototypical contrastive representation
learning can learn cluster-friendly intent represen-
tations and class prototypes that facilitate pseudo
label disambiguation. PCL essentially draws simi-
lar samples towards the same prototype, and forms
compact clusters in the representation space, which
is consistent with the goal of clustering, so we will
explain it from the perspective of EM algorithm.
As defined in Section 2.1, we have n labeled
IND samples and m unlabeled OOD samples. In
the GID task, our goal is to find suitable network
parameters to maximize the log-likelihood function

as follows:
n+m

0" = arg max ; log P (x; | 6) (7

E-step In the supervised learning setting, it is
easy to estimate the likelihood probability using
ground-truth labels. However, in the GID task,
we not only have labeled IND samples, but also
have a large number of unlabeled OOD samples, so

we need to associate each sample with an implicit
variable 7,5 = 1,2,..., N + M (j represents the
intent category). In addition, this likelihood func-
tion is hard to be directly optimized, so we need
to introduce a probability density function g;(j) to
represent the probability that sample x; belongs to
intent category j. Finally, we can use Jensen’s in-
equality to derive the lower bound of the maximum
likelihood function as follows (We leave detailed
derivation process in appendix C):
n+m
0" = argmax Z log P (z; | 0)
o =
n+m

iJ |0
arg max Z Z qi(J log:;(]])’)

=1 jE€yau ®

Since log(-) is a concave function, the inequal-

Pz ‘(JJ)| ) is constant.

ity holds with equality when
Thus we can derive ¢;(j) as follows:

=P i)e
Sesn Pnil )~ U8
)

We can know that when ¢;(j) is a posterior class
probability, maximizing the lower bound of the
likelihood function is equivalent to maximizing the
likelihood function itself. In our GID task, there
are both labeled IND data and unlabeled OOD data.
Therefore, for labeled IND data, we can directly
use ground-truth label to estimate the posterior
class probability. For unlabeled OOD data, we
can estimate the posterior probability distribution
by the joint classifier. This provides theoretical sup-
port for the sample-prototype alignment in PCL.

M-step We have estimated ¢;(j) in E-step. Next,
we need to maximize the likelihood function and
find the optimal network parameters under the as-
sumption that ¢;(j) is known. The optimization
objective is as follows (We leave detailed deriva-
tion process in appendix C):

a(j) =

n+m

P (zi,7|0)
= max qi(j) log ——=—+=
2 2, ali)los—
J€Yall
n+m
NmaXZ Z(h )1log P (z; | j,0)
=1 j€yau
n4+m exp (z’U“’>
J
/A max Z Z (5 log "
i=1 jEyall ZTEya” eXp ( > TT)
< min »CPCL

(10)
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GID-SD GID-CD GID-MD
Method IND 00D ALL IND 00D ALL IND 00D ALL
ACC | ACC F1 ACC Fl ACC | ACC Fl1 ACC Fl1 ACC | ACC F1 ACC Fl1

k-means 90.38 | 62.34 62.44 | 7899 7832 | 97.70 | 61.67 60.43 | 83.20 82.30 || 97.26 | 73.00 72.66 | 87.56 87.08
DeepAligned 91.72 | 69.11 69.72 | 82.57 82.10 || 97.85 | 78.55 77.81 | 90.12 89.68 || 97.85 | 87.55 87.14 | 93.70 93.29
DeepAligned-Mix | 82.30 | 54.97 59.79 | 71.30 69.60 || 97.33 | 72.41 71.54 | 87.36 86.21 || 92.86 | 81.70 83.30 | 88.12 87.42
End-to-End 92.84 | 7228 73.28 | 8449 84.10 | 98.00 | 79.19 79.06 | 90.46 90.28 || 98.32 | 91.92 9246 | 95.78 95.73
DPL(ours) 92.89 | 74.38 75.46 | 85.43 85.34 || 98.37 | 82.40 82.37 | 91.98 91.85 || 98.29 | 92.84 93.00 | 96.11 95.96

Table 1: Performance comparison on three benchmark datasets. Results are averaged over three random run.(p <
0.01 under t-test). Here we report the results of 40% OOD ratio. For experimental results of more OOD ratios, we

have made further discussion in Section 5.6.

where P (z; | j,0) represents the data distribu-
tion of the class j in the representation space. We
think that the larger the likelihood probability, the
more reliable the pseudo labels. We assume that
the class j follows a gaussian distribution in the
representation space, and can derive that minimiz-
ing the PCL objective is equivalent to maximizing
the likelihood function, which explains why the
prototypical contrastive representation learning fa-
cilitates pseudo label disambiguation.

4 Experiments

4.1 Datasets

We conducted experiments on three benchmark
datasets constructed by (Mou et al., 2022b), GID-
SD(single domain), GID-CD(cross domain) and
GID-MD(multiple domain). GID-SD randomly
selects intents as the OOD type from the single-
domain dataset Banking (Casanueva et al., 2020),
which contains 77 intents in banking domain, and
the rest as the IND type. GID-CD restricts IND and
OOD intents from non-overlapping domains from
the multi-domain dataset CLINC (Larson et al.,
2019), which covers 150 intents in 10 domains,
while GID-MD ignores domain constraints and ran-
domizes all CLINC classes into IND sets and OOD
sets. To avoid randomness, we average the results
in three random runs. We leave the detailed statisti-
cal information of datasets to Appendix A.

4.2 Baselines

Similar with (Mou et al., 2022b), we extensively
compare our method with the following GID base-
lines: k-means (MacQueen, 1967), DeepAligned
(Zhang et al., 2021a), DeepAligned-Mix (Mou
et al., 2022b), End-to-End (E2E) (Mou et al.,
2022b), in which E2E is the current state-of-the-
art method for GID task. For a fair comparison,
all baselines use the same BERT encoder as the
backbone network. We leave the details of the
baselines in Appendix B. We adopt two widely

used metrics to evaluate the performance of the
joint classifier: Accuracy(ACC) and F1-score(F1),
in which ACC is calculated over IND, OOD and to-
tal(ALL) classes respectively and F1 is calculated
over OOD and all classes to better evaluate the
ability of methods to discover and incrementally
extend OOD intents. OOD and ALL ACC/F1 are
the main metrics.

4.3 Implementation Details

For a fair comparison of the various methods,
we use the pre-trained BERT model (bert-base-
uncased 4, with 12-layer transformer) as our net-
work backbone, and add a pooling layer to get in-
tent representation(dimension=768). Moreover, we
freeze all but the last transformer layer parameters
to achieve better performance with BERT backbone
and speed up the training procedure as suggested
in (Zhang et al., 2021a).

The class prototype embedding(dimension=128)
is obtained by the representation through a linear
projection layer. For training, we use SGD with
momentum as the optimizer, with linear warm-up
and cosine annealing ( {7,,;, = 0.01; for GID-SD,
ITpese = 0.02, for GID-CD and GID-MD,lrpse =
0.1), and weight decay is 1.5e-4.The moving av-
erage coefficient v=0.9.We train 100 epochs and
use the Silhouette Coefficient(SC) of OOD data
in the validation set to select the best checkpoints.
Notably, We use dropout to construct augmented
examples and the dropout value is fixed at 0.1.

The average value of the trainable model param-
eters is 9.1M and the total parameters are 110M
which is basically the same as E2E. In the train-
ing stage, the decoupling-related components of
DPL bring approximately 8% additional training
load compared to E2E. In the inference stage, DPL
only requires the classifier branch, without addi-
tional computational overhead. It can be seen that
our DPL method has significantly improved perfor-

*https://github.com/google-research/bert
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mance compared to E2E, but the cost of time and
space complexity is not large. All experiments use
a single Nvidia RTX 3090 GPU(24 GB of mem-

ory).

4.4 Main Results

Table 1 shows the performance comparison of dif-
ferent methods on three benchmark GID datasets.
In general, our DPL method consistently outper-
forms all the previous baselines with a large margin
in various scenarios. Next, we analyze the results
from three aspects:

(1) Comparison of different methods. We can
see that our proposed DPL method is better than all
baselines. For example, DPL is superior to E2E by
2.1% (OOD ACC), 2.18% (OOD F1) and 1.24%
(ALL F1) on GID-SD dataset, 3.21% (OOD ACC),
3.31% (OOD F1) and 1.57% (ALL F1) on GID-CD
dataset, 0.92% (OOD ACC), 0.54% (OOD F1) and
0.23% (ALL F1) on GID-MD dataset. This shows
that DPL framework decouples pseudo label disam-
biguation and representation learning, which makes
the pseudo labels and representation learning no
longer restrict each other, and effectively improves
the reliability of pseudo labels (We give a detailed
analysis in section 5.1). Accurate pseudo labels
further improve the classification performance of
the joint classifier, especially the ability to discover
and recognize new OOD intent categories.

(2) Single-domain scenario Since IND and
OOD intents belong to the same domain in GID-
SD, and the difference between intents is smaller
than that of multiple-domain dataset GID-MD, so
it is more difficult to form clear cluster boundaries,
and the performance of joint classifier is relatively
low. Interestingly, we observed that the improve-
ment of DPL method in single-domain dataset GID-
SD is more significant than that in multiple-domain
dataset GID-MD. For example, In GID-MD, DPL
only increased by 0.54% (OOD F1) compared
with E2E, while in the more challenging GID-SD
dataset, it increased by 2.18% (OOD F1). We be-
lieve that it is because prototypical contrastive rep-
resentation learning can draw similar samples to
the same prototype to learn cluster-friendly rep-
resentation, which helps to form a clearer cluster
boundary for each intents and improve the accuracy
of pseudo labels. We leave more detailed analysis
in Section 5.2.

(3) Cross-domain scenario Since IND and
OOD intents come from different domains in GID-

Pseudo Label Acc
o
3

—— DeepAligned
30 —— End-to-End
DPL

0 10 20 30 40 50 60 70 80 90
Training Epoch

Figure 4: Pseudo label accuracy curves in the training
process.

CD, which means that it is more difficult to transfer
the prior knowledge of labeled IND intents to help
pseudo labeling of unlabeled OOD data. This can
be seen from the small improvement (0.64% OOD
ACC) of E2E compared with DeepAligned. How-
ever, we find that our DPL method increased by
3.31% (OOD F1) and 1.57% (ALL F1) on GID-CD,
which is far higher than the previous improvement.
We believe that this may be due to the use of proto-
typical contrastive representation learning to learn
the class prototypes of IND and OOD intents at the
same time, which more effectively make use of the
prior knowledge of labeled IND intents to help the
representation learning and obtain more accurate
pseudo labels.

5 Qualitative Analysis

5.1 Pseudo Label Disambiguation

One of the key challenges of generalized intent
discovery is pseudo label disambiguation. We com-
pared the pseudo labels accuracy of different meth-
ods, as shown in Fig 4. Firstly, we can see that
the end-to-end framework (DPL and E2E) has a
higher upper bound of pseudo label accuracy than
the pipeline framework (DeepAligned). We think
that it is because the end-to-end framework fully
considers the knowledge interaction between la-
beled IND intents and unlabeled OOD data in the
training process. Next, we analyze the advantages
of DPL over E2E in pseudo label disambiguation
from two perspectives: (1) Our DPL method con-
verges faster than E2E method. We think that the
E2E method converges slower because pseudo la-
bel disambiguation and representation learning are
coupled. Inaccurate pseudo labels limit the repre-
sentation learning, while poor intent representation
hinders pseudo label disambiguation. In contrast,
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Figure 5: Visualization of different methods.

ALL intents 1
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4.09
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E2E
DPL(ours)

Table 2: Cluster compactness of different methods.

our DPL method decouples the pseudo-label dis-
ambiguation and representation learning, which
makes the pseudo labels and intent representation
no longer restrict each other and accelerates the
convergence. (2) Compared with E2E method, our
DPL method can obtain more accurate pseudo la-
bels in the training process, and reach higher upper
bound. We believe that there are two reasons for
this. First, DPL framework decouples pseudo label
disambiguation and representation learning. The
quality of pseudo labels will not limit represen-
tation learning, so it can obtain more discrimina-
tive representation, thus improving the accuracy of
pseudo labels. Besides, we use prototype-based
contrastive learning for representation learning,
which aligns with the subsequent prototype-based
label disambiguation.

5.2 Representation Learning

A cluster-friendly intent representation is very im-
portant for the pseudo label disambiguation of the
generalized intent discovery task. PCL can get
closely aligned cluster distribution for similar sam-
ples, which is beneficial for prototype-based label
disambiguation. Firstly, we quantitatively com-
pare the cluster compactness learned by DPL and
E2E. We calculate the intra-class and inter-class
distances following Feng et al. (2021). For the
intra-class distance, we calculate the mean value
of the euclidean distance between each sample and
its class center. For the inter-class distance, we
calculate the mean value of the euclidean distance
between the center of each class and the center of
other classes. We report the ratio of inter-class and
intra-class distance in Table 2. The higher the value,
the clearer the boundary between different intent

Models 00D ACC | OOD FI | ALL Fl
E2E 72.28 7328 | 84.10
DPL(Lpcr + Lins) | 7438 7546 | 85.34
W/O Lins 73.28 7425 | 84.51
-wlo Lpor 73.97 74.16 | 84.27
Lscr 71.15 7047 | 83.10
Lrer+ Lscr 71.39 72.16 | 83.86

Table 3: Ablation study of different representation learn-
ing objective for DPL.

categories. The results show that PCL learns better
intent representation, which explains why the DPL
method can obtain more accurate pseudo labels. In
order to more intuitively analyze the effect of PCL
in representation learning, we perform intent visu-
alization of E2E and DPL methods, as shown in
Fig 5. We can see that the DPL framework adopts
PCL for representation learning, which can obtain
compact cluster (see "black" and "blue" points). In
addition, we can observe that clusters learned by
E2E method are concentrated in the upper right
part, while DPL can obtain are more evenly dis-
tributed clusters. To see the evolution of our DPL
method in the training process, we show a visual-
ization at four different timestamps in Fig 6. We
can see that samples of different intents are mixed
in the representation space at the begining, and
cannot form compact clusters. As the training pro-
cess goes, the boundary of different intent clusters
becomes clearer and the learned class prototypes
gradually falls in the center of the corresponding
intent cluster.

5.3 Ablation Study

To understand the effect of different contrastive
learning objectives on our DPL framework, we
perform ablation study in Table 3. In our DPL
framework, we jointly optimized Lpcy, and L;ns
to achieve the best performance. Then we remove
Lpcor and L;,s respectively, and find that com-
pared with the joint optimization, the performance
drop to a certain extent, but both are better than
the baseline. This shows that both prototypical
contrastive learning and instance-level contrastive
learning can learn discriminative intent representa-
tions and facilitate pseudo label disambiguation.
In addition, we also explored the adaptability of
the commonly used supervised contrastive learning
(SCL) in the DPL framework. We find that the
performance of Lgcy, is significantly lower than
that of Lpor, and L;,s. We argue that this is be-
cause SCL draws similar samples closer and pushes
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Figure 6: intent and prototypes visualization of different training epochs for our proposed DPL method.
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Figure 7: Effect of the prototype moving average coeffi-
cient v on our DPL method. We conduct experiments
on GID-SD dataset.

apart dissimilar samples, but it lacks the interaction
between samples and class prototypes in the train-
ing process, and there is gap with the subsequent
prototype-based label disambiguation.

5.4 Effect of Moving Average Coefficient

Fig 7 shows the effect of different prototype mov-
ing average coefficient v on our DPL method. Re-
sults show that v = 0.9 gets the best performance
on GID-SD. Our DPL method with ~ in (0.7, 0.95)
outperforms SOTA baseline, which proves DPL
method is robust for different . In addition, we
observe that when + is greater than 0.9, the perfor-
mance of DPL decreases significantly. We argue
that this is because a large v will slow the speed of
prototypes moving to the center of the correspond-
ing clusters, resulting in getting poor prototypes,
which hinders pseudo label disambiguation.

5.5 Estimate the Number of OOD intents

In standard GID setting, we assume that the number
of OOD classes is ground-truth. However, in the
real applications, the number of OOD clusters often
needs to be estimated automatically. We use the
same OOD cluster number estimation strategy as
Zhang et al. (2021a); Mou et al. (2022b). The
results are showed in Table 4. It can be seen that

OOD ACC | OODF1 | ALLF1 | K
DeepAligned 69.11 69.72 82.10 | 31
End-to-End 72.28 73.28 84.10 | 31
DPL(ours) 74.38 75.46 8534 | 31
DeepAligned 62.50 59.74 77.39 | 26
End-to-End 66.29 61.55 78.57 | 26
DPL(ours) 70.81 67.57 81.17 | 26

Table 4: Estimate the number of OOD classes. We take
GID-SD as an example. K=26 is the estimated number
compared to ground-truth number 31.

when the number of OOD clusters is inaccurate,
all methods have a certain decline, but our DPL
method still significantly outperforms all baselines,
and even the improvement is more obvious, which
also proves that DPL is more robust and practical.

5.6 Effect of different OOD ratios

In Fig 8, we compare the effect of different OOD
ratios on various methods. The larger the OOD
ratio means the fewer the IND categories and the
more the OOD categories. On the one hand, it re-
duces the available prior knowledge of IND intents,
and on the other hand, it is more difficult to distin-
guish the unlabeled OOD intents. The experimental
results show that the performance of all methods
decrease significantly as the OOD ratio increases.
However, we find that when the OOD ratio is large,
our DPL method has a more obvious improvement
compared with other baselines, which shows that
our method is more robust to different OOD ratios,
and DPL decouples pseudo label disambiguation
and representation learning, which can more ef-
fectively use the prior knowledge of IND intents
and learn the discriminative intent representations,
which improves the reliability of pseudo labels.

5.7 Effect of imbalanced OOD data

As mentioned in the previous work (Mou et al.,
2022b), E2E introduces a method based on opti-
mal transport (Cuturi, 2013; Caron et al., 2020; Fini
etal., 2021) to calibrate the output logits of the joint

9668



= DeepAligned
85 = E2E
W DPL %

= DeepAligned
= E2E
W DPL

00D Acc
All Acc

20% 60% 20% 60%

40% 40%
00D Ratio 00D Ratio

Figure 8: The effect of different OOD ratios on the
performance of each GID method.

00D Acc
All Acc

LT m

B DeepAligned 60
. E2E
I DPL

mmm DeepAligned
. E2E
s DPL

6 6

3 3
Imbalance Factor Imbalance Factor

Figure 9: The effect of different imbalance factors of
OOD data on the performance of each GID method.

classifier before swapped prediction. This assumes
that the unlabeled OOD samples in each batch are
evenly distributed to M OOD categories. However,
it is hard to ensure that the unlabeled OOD data
in the real scene is class-balanced, and sometimes
even the long-tailed distribution. The experimen-
tal results in Fig 9 show that the E2E method has
a significant performance degradation in the case
of OOD class-imbalanced. In contrast, our pro-
posed DPL framework adopts a prototype-based
label disambiguation method, and it doesn’t rely
on the assumption of class-distribution assumption.
Therefore, it is significantly better than E2E in the
OOD class-imbalanced scenario.

However, we also observed that when the imbal-
ance factor increased, the performance of our DPL
method decline more significantly compared with
DeepAligned. We think that this is because DPL
method needs to use unlabeled OOD data to learn
the discriminative representations and class proto-
types. When the imbalance factor increases, the
number of samples for OOD intent categories will
become smaller, which is not conducive to learning
the cluster-friendly representations and class proto-
types. We can alleviate this problem by increasing
the number of samples through data augmentation.
We will leave this to future work.

6 Related Work

Generalized Intent Discovery Existing intent clas-
sification models have little to offer in an open-
world setting, in which many new intent categories
are not pre-defined and no labeled data is available.
These models can only recognize limited in-domain
(IND) intent categories. Lin and Xu (2019); Xu
et al. (2020) propose the OOD intent detection task
to identify whether a user query falls outside the
range of a pre-defined intent set. Further, OOD
intent discovery task (also known as new intent
discovery) (Lin et al., 2020; Zhang et al., 2021a)
is proposed to cluster unlabeled OOD data. Mou
et al. (2022b) proposes the Generalized Intent Dis-
covery (GID) task, which aims to simultaneously
classify a set of labeled IND intents while discov-
ering and recognizing new unlabeled OOD types
incrementally.

Prototype-based Learning Prototype-based
metric learning methods have been promising ap-
proaches in many applications. Snell et al. (2017)
first proposes Prototypical Networks (ProtoNet)
which introduces prototypes into deep learning.
Specifically, ProtoNet calculates prototype vectors
by taking the average of instance vectors and makes
predictions by metric-based comparisons between
prototypes and query instances. Li et al. (2020b)
proposes self-supervised prototype representation
learning by using prototypes as latent variables.
Learning good representations also helps weakly
supervised learning tasks, including noisy label
learning (Li et al., 2020a), semi-supervised learn-
ing (Zhang et al., 2021b), partial label learning
(Wang et al., 2022), etc. Inspired by these meth-
ods, we propose a decoupled prototype learning
framework (DPL) to decouple pseudo label disam-
biguation and representation learning for GID.

7 Conclusion

In this paper, we propose a decoupled prototype
learning (DPL) framework for generalized intent
discovery. We introduce prototypical contrastive
representation learning and prototype-based label
disambiguation method to decouple representation
learning and pseudo label disambiguation. Theoret-
ical analysis and extensive experiments prove that
our method can learn discriminative intent repre-
sentations and prototypes, which facilitates pseudo
label disambiguation. We will explore broader ap-
plications of DPL method in the future.
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Limitations

This paper mainly focuses on the generalized intent
discovery (GID) task in task-oriented dialogue sys-
tems. Our proposed Decoupled Prototype Learning
(DPL) framework well decouple pseudo label dis-
ambiguation and representation learning through
protopical contrastive learning and prototype-based
label disambiguation, and achieves SOTA perfor-
mance on three GID benchmark datasets. However,
our work also have several limitations: (1) We only
verified the effectiveness of our DPL framework
on GID task, but the adaptability of DPL in more
unsupervised / semi-supervised settings, such as
unsupervised clustering and OOD intent discov-
ery, is worth further exploration. (2) We follow
standard experiment settings as previous work, and
assume that each OOD sample must belong to a
corresponding intent cluster. However, a more real-
istic scenario is that there may be noise samples in
the OOD data. These noise samples do not actually
belong to any cluster/category and are some out-
liers. We leave the noise OOD issue to the future
work. (3) Our experiments in Appendix 6 find that
the performance of the DPL method decreases sig-
nificantly when the imbalance factor of unlabeled
OOD data increases. How to improve the perfor-
mance of GID model on the long tailed unlabeled
data is also a problem worthy of attention in the
future.
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A Datasets

Table 5 shows the statistics of the original datasets
Banking and CLINC, where each class in CLINC
has the same number of samples but Banking is
class-imbalanced. For the three GID datasets GID-
SD, GID-CD and GID-MD, We show the detailed
statistics in Table 6. Due to Banking is class-
imbalanced and we conducted three random parti-
tions, we report the average of the sample number
of GID-SD.
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Dataset Classes Training Validation Test Vocabulary Length (max /mean)

Banking 77 9003 1000 3080 5028 79/11.91

CLINC 150 18000 2250 2250 7283 28/8.31

Table 5: Statistics of Banking and CLINC datasets.

Dataset IND/OOD Classes IND/OOD Domains IND/OOD Training IND/OOD Validation IND/OOD Test
GID-SD 46/31 171 5346/3657 593/407 1840/1240
GID-CD 90/60 6/4 7200/4800 1350/900 1350/900
GID-MD 90/60 10/10 7200/4800 1350/900 1350/900

Table 6: Statistics of GID-SD, GID-CD and GID-MD datasets.

B Baselines

The details of baselines are as follows:

k-means is a pipeline method which first uses
kmeans (MacQueen, 1967) to cluster OOD data
and obtains pseudo OOD labels, and then trains a
new classifier together with IND data.

DeepAligned is similar to k-means, the dif-
ference is that the clustering algorithm adopts
DeepAligned (Zhang et al., 2021a), which uses an
alignment strategy to tackle the label inconsistency
problem during clustering assignments.

DeepAligned-Mix (Mou et al., 2022b) is an ex-
tended method from DeepAligned for GID task.
In each iteration, it firstly mix up IND and OOD
data together for clustering using k-means and an
alignment strategy and then uses a unified cross-
entropy loss to optimize the model. In the infer-
ence stage, instead of using k-means for clustering,
DeepAligned-Mix use the classification head of the
new classifier to make predictions.

E2E (Mou et al., 2022b) mixes IND and OOD
data in the training process and simultaneously
learns pseudo OOD cluster as signments and clas-
sifies all classes via self-labeling. Given an input
query, E2E connects the encoder output through
two independent projection layers, IND head and
OOD head, as the final logit and optimize the model
through the unified classification loss, where the
OOD pseudo label is obtained through swapped
prediction(Caron et al., 2020).

C Details of derivation process

C.1 Derivation process of equation 8

In the GID task, likelihood function is hard to be
directly optimized, so we need to introduce a prob-
ability density function ¢;(j) to represent the prob-
ability that sample z; belongs to intent j. The

detailed derivation process is as follows:
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Algorithm 1 : Decoupled Prototype Learning

Input: training dataset D'VP = {(2/NP ¢yIND)1" and DOOP = {(200P)}™" | IND label set
YIND — 1,2,..., N}, ground-truth number of OOD intents M, training epoch F, batch size B
Output: a new intent classification model, which can classify an input query to the total label set
Y={1,...,NNN+1,.... N+ M}.
1: randomly initialize the Lo-normalized prototype embedding 1,5 = 1,2,..., N + M.
2: for epoch =1to E' do
3: mix D'VP and DOOP 1o get DALL

4: for iter =0, 1,2, ... do
5: sample a mini-batch B from DALL
6: get the Lo-normalized embedding z; of sample x; through the projection layer
7: align sample x; with prototypes 11; by equation 1
8: compute Lpcr, and L > prototypical contrastive representation learning
9: estimate the pseudo label y; by equation 5 and 6 > pseudo label disambiguation
10: compute Lo on the joint classifier
11: add Lpcr, Lins and Lo g together, and jointly optimize them
12: update the prototype vector by equation 4
13: end for
14: end for

D Algorithm

We summarize the pseudo-code of our DPL method
in Algorithm 1.
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v C2. Did you discuss the experimental setup, including hyperparameter search and best-found
hyperparameter values?
Appendix C, Section 5.4

v C3. Did you report descriptive statistics about your results (e.g., error bars around results, summary
statistics from sets of experiments), and is it transparent whether you are reporting the max, mean,
etc. or just a single run?

Section 4.3, Appendix C

v C4. If you used existing packages (e.g., for preprocessing, for normalization, or for evaluation), did
you report the implementation, model, and parameter settings used (e.g., NLTK, Spacy, ROUGE,
etc.)?

Appendix C

D Did you use human annotators (e.g., crowdworkers) or research with human participants?
Left blank.

O DI1. Did you report the full text of instructions given to participants, including e.g., screenshots,
disclaimers of any risks to participants or annotators, etc.?
No response.

(] D2. Did you report information about how you recruited (e.g., crowdsourcing platform, students)
and paid participants, and discuss if such payment is adequate given the participants’ demographic
(e.g., country of residence)?

No response.

[0 D3. Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? For example, if you collected data via crowdsourcing, did your instructions to
crowdworkers explain how the data would be used?

No response.

0 D4. Was the data collection protocol approved (or determined exempt) by an ethics review board?
No response.

0] DS. Did you report the basic demographic and geographic characteristics of the annotator population
that is the source of the data?
No response.
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