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Abstract

In this work, we study multi-source test-time
model adaptation from user feedback, where K
distinct models are established for adaptation.
To allow efficient adaptation, we cast the prob-
lem as a stochastic decision-making process,
aiming to determine the best adapted model
after adaptation. We discuss two frameworks:
multi-armed bandit learning and multi-armed
dueling bandits. Compared to multi-armed ban-
dit learning, the dueling framework allows pair-
wise collaboration among K models, which is
solved by a novel method named Co-UCB pro-
posed in this work. Experiments on six datasets
of extractive question answering (QA) show
that the dueling framework using Co-UCB is
more effective than other strong baselines for
our studied problem1.

1 Introduction

Large language models (LLMs) can be fine-tuned
or prompted with texts to achieve good perfor-
mance in NLP tasks (Devlin et al., 2019; Brown
et al., 2020; Ouyang et al., 2022). However, be-
cause of the unexpected distribution shift at test
time, the effectiveness of LLMs can degenerate
(Wang et al., 2021c). They may also generate out-
puts that are untrustworthy or toxic and fail to meet
user expectations (Ouyang et al., 2022). One criti-
cal issue that we need to address is to improve the
generalization ability of LLMs. Recent research on
test-time adaptation (TTA) suggests a possible way
to do this, by continually updating the deployed
model with target data from an arbitrary test distri-
bution (Wang et al., 2021a).

Interacting with users is important during test-
time adaptation. First, user feedback allows the
model to better align with humans (Stiennon et al.,
2020; Ouyang et al., 2022). Users can directly
teach the model to learn by interaction so that the

1Code of the paper is available at https://github.com/
oceanypt/Multi-source-TTA.
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Figure 1: The illustration of multi-source test-time
adaptation from user feedback studied in this work.
Each model is trained from a distinct source do-
main. With unlabeled test data, models are adapted
online from user feedback.

model can be better trained to follow human in-
structions and reduce the generation of toxic and
harmful content. Besides, obtaining feedback from
users can also reduce the cost of data annotation
by experts, and the collected data will be more
in line with the distribution of the users (Nguyen
et al., 2017; Gao et al., 2022), which makes the
adaptation more economical and effective.

Leveraging multiple learned models of tasks is
also important for TTA. As in previous work, uti-
lizing multiple known tasks helps the model better
learn new tasks (or distributions), such as meta-
learning (Hospedales et al., 2022) and multi-source
domain adaptation (Ramponi and Plank, 2020).
To take advantage of known tasks, compared to
reusing task data, directly using their learned mod-
els has gained popularity recently (Pfeiffer et al.,
2021; Wang et al., 2021b), which is much cheaper
for online adaptation and has better data privacy
protection (Kundu et al., 2020). Recent work on
lightweight tuning empowers LLMs to store knowl-
edge of a large number of tasks cheaply (Houlsby
et al., 2019; Liu et al., 2021). Platforms like Hug-
gingface (Wolf et al., 2019) also allow users to
share locally trained models, promoting a large
amount of knowledge stored as models in the cloud.
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So, it has become more critical for TTA to adapt
from multiple learned models of tasks.

Based on the above discussion, we propose to
study an important but under-explored problem –
multi-source test-time adaptation from user feed-
back – where K source models are given, each
trained from a distinct source domain, to adapt to
a new target domain (Figure 1). Previous work on
leveraging multiple knowledge sources is to learn
an ensemble (Guo et al., 2018; Ahmed et al., 2021),
which means jointly accessing all the models is
needed for training. Due to its high cost, it is not
suitable for real-time updates required by TTA. In
order to adapt efficiently, we turn this problem into
a stochastic decision-making process that trades
off model exploration and exploitation. We aim to
determine the best adapted model that can perform
well in the target domain.

We formulate the problem in two frameworks:
multi-armed bandit learning and multi-armed duel-
ing bandits (Kuleshov and Precup, 2014). Bandit
learning samples one source model each time to
receive binary feedback (- or ,) (§4). However,
it lacks collaboration among sources and can result
in a sub-optimal adapted model. In order not to
introduce too much cost, pairwise collaboration be-
tween models is explored in dueling bandits (Yue
et al., 2009), where two distinct source models are
chosen each time for dueling with user preference
feedback (e.g., #/") (§5). A novel method, Co-
UCB, is proposed to allow collaborative updates.

We choose to study the task of extractive ques-
tion answering (QA), since there are large datasets
in different domains that can be used (Fisch et al.,
2019). More importantly, extractive QA is suitable
for eliciting users to leave feedback, since the sur-
rounding context around predicted answer spans
can help users to verify the answers. Gao et al.
(2022) has simulated user feedback for TTA in ex-
tractive QA, but not in the multi-source scenario.
Following previous work (Gao et al., 2022), we
simulate user feedback with the annotated answer
spans. We conduct our simulation experiments on
the MRQA benchmark (Fisch et al., 2019), where
six domains of extractive QA are studied. We com-
pare the two proposed frameworks to assess their
effectiveness and reveal the differences. We also
look into the effect of noisy preference feedback.

Our contributions in this work are as follows:
• We are the first to study multi-source test-time

adaptation from user feedback;

• We propose a novel formulation of the prob-
lem as dueling bandits and solve it by a new
method;

• Preference feedback is discussed for extrac-
tive QA for the first time; and

• Extensive experiments and analysis are con-
ducted to verify our method.

2 Related Work

Domain Adaptation. Adapting from source do-
main(s) to target domain(s) is important for gen-
eralized machine learning (Ramponi and Plank,
2020). Test-time adaptation (TTA) attracts much
attention recently, which adapts with the test data
on the fly (Sun et al., 2020; Iwasawa and Matsuo,
2021; Wang et al., 2021a; Ye et al., 2022). TTA
is more suitable for domain generalization since
it needs no source data, which is different from
unsupervised domain adaptation (UDA) (Ramponi
and Plank, 2020; Ye et al., 2020). Multi-source DA
is a more challenging problem than UDA, since it
needs to determine suitable source knowledge for
adaptation (Guo et al., 2018, 2020). Multi-source
TTA has not been explored in NLP. Different from
multi-source DA, multi-source TTA has no access
to the source training data, and only the source
models are given, which makes it more challenging
to exploit useful sources for adaptation.
Learning from Human Feedback. Human feed-
back is a useful signal to refine the model outputs
and adapt to new domains (Gao et al., 2022), fol-
low human instructions (Ouyang et al., 2022), etc.
Human feedback has been explored for different
NLP tasks such as machine translation (Nguyen
et al., 2017; Kreutzer and Riezler, 2019; Mendonça
et al., 2021), semantic parsing (Lawrence and Rie-
zler, 2018; Yao et al., 2020; Elgohary et al., 2021),
document summarization (Gao et al., 2018; Stien-
non et al., 2020), question answering (Kratzwald
et al., 2020; Gao et al., 2022), and dialogue sys-
tems (Shuster et al., 2022). In particular, learning
from human feedback has gained a lot of inter-
ests recently in the context of alignment of large
language models (LLMs) (Stiennon et al., 2020;
Ouyang et al., 2022; OpenAI, 2023). Fundamen-
tally, alignment research is necessary and appealing
from two aspects: (1) Alignment enables a model
to go beyond supervised learning (Stiennon et al.,
2020) (2) Alignment leads to a safer system (Ope-
nAI, 2023). The proposed co-UCB could poten-
tially be used for alignment in future work.
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Figure 2: The illustration of UCB and Co-UCB for multi-armed bandit learning and dueling bandits
respectively. For UCB, one model is sampled and receives binary feedback. For Co-UCB, two models are
chosen each time and preference feedback is made by the user, then the models are updated.

3 Preliminaries

3.1 Problem Definition
Multi-source TTA. We study multi-source test-
time domain adaptation from K source models by
interacting with users, where each model is trained
from a distinct source domain. Test-time data is
from a target domain X which is unlabeled. We fo-
cus on online adaptation where the test data x ∼ X
comes as a stream and the model is continually up-
dated with newly emerged test data at each time
t2. The parameters of each model at time t are
inherited from the last time t− 1. At each time t,
we obtain the test data xt ∼ X which is the con-
catenation of the question qt and the passage dt.
The prediction yt is a pair of start and end positions
over the passage denoted as ⟨y(1)t , y

(2)
t ⟩. Follow-

ing previous work (Rajpurkar et al., 2016), we use
cross-entropy loss to update the model which is:

Lt = −
(
log(p

(1)
t ) + log(p

(2)
t )

)
/2 (1)

where p
(1)
t and p

(2)
t are the probabilities of the pre-

dicted start y(1)t and end y
(2)
t positions respectively.

Motivation. It is costly to learn an ensemble of
K sources, since it has at least K times the train-
ing and inference costs, and even K times the
parameters of a single source model (Guo et al.,
2018; Ahmed et al., 2021). In order to adapt
efficiently, we cast the problem as a stochastic
decision-making process, where we aim to deter-
mine the best adapted model that can perform well
in the target domain through user interaction.

2Note that our method can be easily applied in the offline
scenario.

Frameworks. We first formulate the problem as
multi-armed bandit learning (Kuleshov and Precup,
2014) and show how to solve it with Upper Confi-
dence Bound (UCB) (Agrawal, 1995; Auer et al.,
2002) (§4). We further discuss multi-armed dueling
bandits to address the drawback of bandit learning,
and propose a novel method Co-UCB (§5).

3.2 Background

Multi-Armed Bandit Learning. The learning of
multi-armed bandits (MAB) is a stochastic and iter-
ative problem (Sui et al., 2018), which repeatedly
selects a model from K sources. Each selected
model receives a reward from the user. After T
iterations, the goal of MAB is to minimize the cu-
mulative regret compared to the best model:

RMAB(T ) =
T∑

t=1

[
µ∗ − µ(at)

]
(2)

where at is the action at time t and µ(a) is the
expected reward of the action a. µ∗ is the expected
reward of the best model.

Multi-Armed Dueling Bandits. In the multi-
armed dueling bandits (MADB) problem, two dis-
tinct models are sampled among the K models (Yue
et al., 2009). Also, the user needs to indicate a
preference over the two selected models. In each
comparison, a model ai is preferred over aj with
the probability P (ai > aj), which is equal to
ϵ(ai, aj) + 1/2 where ϵ(ai, aj) ∈ (−1/2, 1/2).
Suppose two models a(i)t and a

(j)
t are sampled at

time t, and a∗ is the overall best model. We define
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Algorithm 1 UCB for K-armed bandit learning
Require: K source models.

1: µ̄← 0K , n← 0K , N ← 0;
2: for Bt ∈ X do
3: k ← argmaxj µ̄j +

√
2 ln(N)/nj ;

4: Obtain the reward rt for model k;
5: µ̄k ← (µ̄knk + r⊤t rt)/(nk + |Bt|);
6: nk ← nk + |Bt|; N ← N + |Bt|;
7: Update model k with loss r⊤t Lt/|Bt|; // Lt

is as Eq. 1 shows.
8: end for
9: Return: k ← argmaxj µ̄j +

√
2 ln(N)/nj .

the cumulative regret at time T as:

RMADB(T ) =

T∑

t=1

[
ϵ(a∗, a(i)t ) + ϵ(a∗, a(j)t )

]
(3)

which is a strong version discussed in Yue et al.
(2009). It is the proportion of users who prefer the
best model over the selected ones each time.

4 UCB for Bandit Learning

As illustrated by Figure 2, we apply UCB for
multi-armed bandit learning, whose pseudo-code
is shown in Algorithm 1.
Action. At each time t, the source model k is
selected from K source models which maximizes
µ̄k +

√
2 ln(N)

nk
, where µ̄k represents the average

reward obtained for the model k by attempting it
for nk times, and N is the number of all test data

instances received so far.
√

2 ln(N)
nk

represents the
confidence interval to the action k, and a larger
one means more uncertainty about the action, in-
tending to explore the action more. As training
proceeds, the policy becomes more confident about
each action.
Simulated Binary Feedback (- or ,). For each
input, the selected model will first predict its an-
swer, then the user leaves the feedback to the pre-
diction. Here, we use binary feedback since it is
simple enough for the user to provide and has often
been used in previous work (Kratzwald et al., 2020;
Gao et al., 2022). At each time t, a batch input
Bt ∼ X is obtained for training, which is passed to
the model k to obtain the predictions.
Reward. With a batch of predicted answers, the
model k will obtain a vector of simulated reward
rt ∈ {0, 1}|Bt| decided by the user. For each data
instance in the batch, we follow Gao et al. (2022)
to calculate the simulated reward by comparing

the predicted answer to the annotated span, where
an index-wise exact match is used. If both the
predicted start and end positions exactly match the
annotated positions, the reward is 1; otherwise, 0.
Model Update. After obtaining the reward, the
model k will be updated with a reward-enhanced
loss, where the task-specific cross-entropy loss
Lt (in Eq. 1) will be multiplied by the reward rt.
Inference. After enough iterations, the best
adapted model can be found to perform well in
the target domain as line 9 of Algorithm 1 shows.

5 Collaborative UCB for Dueling Bandits

5.1 Co-UCB

Motivation. Since only one model is accessed
each time in bandit learning, unlike ensemble learn-
ing (Guo et al., 2018), it cannot make use of the
collaboration among sources during adaptation. To
address such a drawback and not incur much extra
training cost, we exploit the pairwise collaboration
among K sources, where each time two distinct
models will be sampled for joint learning. After
adaptation, we also keep the best model for infer-
ence, to have the same cost as bandit learning.

Sampling pairs of models can be formulated as
multi-armed dueling bandits (MADB) as discussed
above. However, previous work on MADB only
aims to determine the best model (Yue et al., 2009;
Zoghi et al., 2014; Sui et al., 2017), so we further
propose a novel method which is Collaborative
UCB (Co-UCB) to let a pair of models collaborate,
whose pseudo-code is presented in Algorithm 2,
and illustrated by Figure 2.
Action. At each time t, with K source models, we
construct CK

2 combinations for selection, where
each combination is denoted by a pair of model
indices ⟨i, j⟩ (i < j). The combination ⟨i, j⟩ se-
lected at time t should maximize (µ̄i + µ̄j)/2 +√
2 ln (N)/ni,j , where µ̄i and µ̄j are the average

reward obtained up to time t of model i and j re-
spectively, and ni,j is the number of combinations
⟨i, j⟩ explored so far. N is the total number of test
data instances received until now.

Take model i for example. The reward of ex-
ploiting model i represents how well model i can
beat the other models during dueling. The average
reward µ̄i is calculated as follows:

µ̄i =

K∑

k=1,k ̸=i

ri,k/

K∑

k=1,k ̸=i

ni,k (4)

where ri,k denotes the overall reward that the model
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Algorithm 2 Co-UCB for K-armed dueling ban-
dits
Require: K source models.

1: µ̄← 0K , n← 0K×K , N ← 0;
2: for Bt ∈ X do
3: ⟨i, j⟩ ← argmax

i,j;i<j
(µ̄i + µ̄j)/2 +

√
2 ln(N)/ni,j ;

4: Obtain the rewards ri and rj for model i
and j respectively as in Eq. 5;

5: µ̄i ← (µ̄i
∑

k ni,k + r⊤i ri)/(
∑

k ni,k +
|Bt|);

6: ni,j ← ni,j + |Bt|;
7: µ̄j ← (µ̄j

∑
k nj,k + r⊤j rj)/(

∑
k nj,k +

|Bt|);
8: nj,i ← nj,i + |Bt|;
9: N ← |Bt|;

10: Update the models i, j by loss Lt as in
Eq. 7;

11: end for
12: Return: k ← argmax

j
µ̄j +

√
2 ln(2N)/

∑
k nj,k.

i received by dueling with model k and ni,k denotes
the number of times model i duels with model k.

In each selection, to calculate the average reward
(µ̄i + µ̄j)/2 for the combination ⟨i, j⟩, we expect
⟨i, j⟩ to be the most worthy action (exploration-and-
exploitation trade-off), where i and j can mostly
beat the rest of the models, which means they are
the two strongest models among the K sources so
that they can better collaborate to improve them.
Simulated Preference Feedback. (e.g., #/")
Since for each input, the user will receive two an-
swer candidates instead of one, the binary feedback
used in bandit learning is not directly applicable.
Rather than creating new forms of user interaction,
we apply preference feedback (Christiano et al.,
2017; Gao et al., 2018; Ouyang et al., 2022) when
faced with multiple candidates. Since there are
only two candidates, leaving preference feedback
will be as simple as binary feedback.

For the chosen models i and j at time t, the
batch of input Bt ∼ X will be given to them in-
dependently, to obtain the predicted answer spans.
Then the users need to compare the two predictions
to indicate a preference, where the more accurate
answer should be picked out.
Reward. For each data instance in the batch, the
reward r ∈ {0, 1}. r = 1 means the user prefers
one answer from the two candidates; r = 0 means
the user has no preference – either the two answers
are both good or none is good. This is a strict mea-
surement for preference since the answers without

preference are discarded.
To simulate the preference, we calculate the qual-

ity score of the predicted answers against the anno-
tated spans, where the answer with a higher score
would be preferred or no preference is made if the
scores are the same. We use the index-wise F1
value as the quality score, which calculates the F1
score over the predicted indices and the annotated
indices, so the score is continuous from [0, 1].

For the batch of input Bt, the quality score for
the model i and j is denoted as a vector si and sj
respectively. The rewards ri and rj for the model i
and j respectively are obtained by:

ri = si > sj ; rj = sj > si (5)

where ri and rj are one-hot vectors.
Collaborative Model Update. After obtaining
the rewards, we perform collaborative model up-
dates. If there is one preferred model, then it will
be regarded as the teacher, and its prediction will
be used to jointly update the two models. With
the predictions from model i and j, we obtain the
better one ⟨y∗(1)

t ,y
∗(2)
t ⟩, each as a vector, as:

⟨y∗(1)
t ,y

∗(2)
t ⟩ = ⟨riy(i)(1)

t + rjy
(j)(1)
t ,

riy
(i)(2)
t + rjy

(j)(2)
t ⟩ (6)

where y
∗(1)
t (y∗(2)

t ) is a vector of the predicted
start (end) positions from the preferred model for
the batch of input Bt.

Then we jointly update the two models by the
loss:

Lt = (ri + rj)
⊤L(y∗(1)

t ,y
∗(2)
t )/|Bt| (7)

Models updated in this way can better make use
of the benefits of different source models during
training, that is, when one model from a selected
pair cannot predict a correct answer, the other one
may make up for it by sharing its prediction.
Inference. After adaptation, there is no need to
access a pair of models for inference anymore, so
we just keep the best performing model by the
method in line 12 of Algorithm 2.

5.2 Noise Simulation

Implicit preference feedback is naturally noisy
since the preferred answer only needs to be better
than the other and is not necessarily fully correct.
However, the users may wrongly provide a prefer-
ence in practice. Thus, we provide a pilot study to
investigate the effect of such noise on adaptation
performance.

There are three options that the user may pro-
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Figure 3: Transition probability for noise simula-
tion, e.g., the correct option ‘>’ is corrupted into
‘<’ or ‘=’ equally by the same probability.

vide over two candidates, which are ‘>’, ‘<’ (with
preference), and ‘=’ (no preference). For each
data instance, we have a noise rate to randomly
decide whether its feedback should be corrupted or
not. If the feedback should be corrupted, then the
correct option is changed to one of the remaining
two options with a probability. In this work, we
use the transition probabilities shown in Figure 3.
We leave more complex transition probabilities to
future work.

6 Experiments

6.1 Simulation Setup
Dataset. We conduct our experiments on
MRQA (Fisch et al., 2019), which is a stan-
dard benchmark for domain generalization in
extractive QA. We study six datasets (do-
mains), which are SQuAD (Rajpurkar et al.,
2016), HotpotQA (Yang et al., 2018), Natu-
ral Questions (NQ) (Kwiatkowski et al., 2019),
NewsQA (Trischler et al., 2017), TriviaQA (Joshi
et al., 2017), and SearchQA (Dunn et al., 2017),
where each dataset forms a distinct domain. The
training and development sets are used in our study.
Setting of 5-source TTA. To establish multi-
source domain adaptation from the six domains,
we set each dataset as the target domain and the
remaining five datasets as the source domains. For
each adaptation, the training set of the target do-
main is used as the unlabeled test data by discard-
ing the labels, and the development set of the target
domain is held out to evaluate the adaptation per-
formance.
Evaluation Metric. We use F1 score to evaluate
the performance on the held-out development set.
Training Details. We use the training set of
each domain to train each source model, which
follows the training details of Hu et al. (2020). We
utilize XLMR (Conneau et al., 2020) and Span-
BERT (Joshi et al., 2020) as the pre-trained lan-

guage model. In each multi-source domain adapta-
tion, we set the batch size as 16 and use a constant
learning rate of 5e-7. The number of unlabeled test
data instances is limited to 100K. The embedding
layer is frozen to save computation. Experiments
were conducted on one NVIDIA A100 GPU.
Baselines. We first present the results of the best
source model without adaptation (Best source).
Since our work is the first to study multi-source
TTA, there are no existing baselines that address
the same problem, so for the multi-source scenario,
we mainly compare the two frameworks discussed
above. UCB addresses the problem as bandit learn-
ing from binary feedback. Co-UCB is for dueling
bandits from simulated preference feedback3.

We further compare to single-source TTA which
has been studied in Gao et al. (2022). We first find
the best source model before adaptation by evalu-
ating each model on the held-out development set,
then adapt the best source model from simulated
binary feedback following the method of Gao et al.
(2022). This baseline is denoted as Bandit.

6.2 Main Results
We first show the results of 5-source TTA in Fig-
ure 4. First, consistent with the findings of Gao
et al. (2022), successful adaption is hard to see
on TriviaQA and SearchQA just as the baseline
of Bandit (Gao et al., 2022) indicates, so the fol-
lowing observations are based on the results of the
remaining four target domains.
Bandit and dueling bandits learning are effec-
tive in determining useful sources. We find both
UCB and Co-UCB can effectively improve the
adaptation results compared to the best source with-
out adaptation, which indicates that useful sources
are found for adaptation during the training pro-
cess.
Leveraging multiple sources by Co-UCB per-
forms the best. Even without learning a K-
ensemble model, Co-UCB still improves over the
baselines by a large margin. Co-UCB can effec-
tively utilize the benefits of different sources to
outperform the Bandit baseline that adapts only
one source model. On the contrary, UCB is not
effective in making use of multiple sources, since
it only achieves results similar to Bandit.
Results during adaptation. Figure 5 and Fig-
ure 11 plot the F1 scores vs. logging steps, where

3Due to the limitation of computing resources, we are not
able to train an ensemble model of 5 source models, so we do
not show the results of the ensemble model.
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Figure 5: F1 performance on XLMR w.r.t. logging steps. 0.1, 0.3, and 0.5 are the noise rates. Results of
TriviaQA and SearchQA are shown in Figure 11.

we find that UCB shows a large variance during
adaptation on NewsQA, TriviaQA, and SearchQA,
i.e., it is slow to find the best source model on these
target domains. Co-UCB exhibits better perfor-
mance and lower variance than UCB during adap-
tation.

6.3 Noise Simulation

We use the transition probabilities in Figure 3 to
simulate the noise, e.g., flip the feedback from “>”
to “=” with probability of 0.5. Results are pre-
sented in Figure 6. As the noise rate increases
and more test data’s feedback is corrupted, the per-
formance decreases. The result on XLMR drops
dramatically with a noise rate larger than 0.5, but
on SpanBERT, the rate of decline is not as fast.
SpanBERT is a stronger LM than XLMR for ex-
tractive QA, so it is more robust to noisy feedback.
As shown in Figure 5, a large noise rate (e.g., 0.5)
will make the adaptation fail quickly on XLMR.

Targets SQuAD HotpotQA NQ NewsQA
Baselines F1 F1 F1 F1

XLMR

UCB 80.10.1 69.10.1 62.00.9 55.10.7
Co-UCB 83.40.1 70.00.1 65.50.1 59.70.1

w/o co. 79.30.1 69.10.4 61.40.2 51.90.4

SpanBert

UCB 86.60.1 73.40.1 68.70.3 61.80.3
Co-UCB 88.20.0 74.40.1 70.10.3 63.90.2

w/o co. 85.20.1 73.00.1 68.20.2 61.10.4

Table 1: Results of the ablation study. ‘w/o co.’
means removing the collaborative update in Co-
UCB.
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Figure 6: Adaptation results of Co-UCB w.r.t.
noise rates using the noise transition in Figure 3.

SQuAD HotpotQA NQ NewsQA TriviaQA SearchQA
UCB 4.77 3.99 3.55 2.36 2.03 2.16
Co-UCB 7.25 5.53 8.60 8.91 8.11 8.17

Table 2: Overall rewards (×104) obtained during
adaptation based on SpanBERT.

6.4 Further Analysis

Ablation study. Firstly, as Table 1 shows, with-
out collaborative update, Co-UCB clearly degrades
and it cannot compete with UCB. Considering that
preference feedback is naturally noisy, Co-UCB
without collaboration does not perform better than
UCB.
Overall rewards. We calculate the overall rewards
that UCB and Co-UCB obtain during adaptation
in Table 2. The overall rewards are the sum of the
cumulated rewards from each model. We observe
that Co-UCB has a higher reward than UCB. In Co-
UCB, for a certain input, when one model could
not obtain the reward 1, the other model may make
up for it by sharing, so that this model can also be
updated and improved. The results support why
Co-UCB performs better than UCB: higher rewards
can better instruct the model to adapt.
Case study. We show the average reward and
chosen count for each source model during adap-
tation in Figure 7. For Co-UCB, the models 0
and 2 are the best and second best model respec-
tively, so its combination ⟨0, 2⟩ is chosen most of
the time. ⟨0, 1⟩ and ⟨0, 3⟩ are also often accessed
since their payoff is close to the best one. How-
ever, UCB would mostly only focus on updating
the best model which is model 0. As shown in Fig-
ure 8, UCB is able to quickly find the best source
model (model 0), and the other models would be
discarded without updating. For Co-UCB, since the
models are dueling with each other, the changing of
rewards behaves differently. The reward of model
0, 1, and 2 decreases, while the reward of model
3 and 4 increases, since dueling bandits learning

0 1 2 3 4

0.220 0.163 0.176 0.156 0.130

(a.2) Average reward of each source model

0 1 2 3 4

0 0.191 0.198 0.188 0.175

1 14476 0.169 0.159 0.146

2 21264 6064 0.166 0.153

3 12256 4432 5440 0.143

4 7280 3184 3792 2944

(b.2) Chosen counts and average reward of each combination

0 1 2 3 4

0.494 0.226 0.263 0.136 0.055

(a.1) Average reward of each source model

0 1 2 3 4

80028 336 464 176 128

(b.1) Chosen counts of each source model

Figure 7: Average rewards and chosen counts of
UCB (a.1, b.1) and Co-UCB (a.2, b.2) obtained
during adaptation on the target of HotpotQA.
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Figure 8: Average reward w.r.t. logging step for
each model during adaptation on HotpotQA.

is a zero-sum game in general (Yue et al., 2009),
where one model winning in dueling means another
model loses. However, reward sharing happens in
Co-UCB during training.
Effects of the number of source domains. From
the results in Figure 9, we can see that the adap-
tation results have a very slight drop when the
number of sources increases. No matter how the
number of source models changes, Co-UCB still
consistently performs better than UCB.

We also discuss the effects of preference feed-
back on UCB in Appendix A.

7 Conclusion

We present the first work on multi-source test-time
adaptation from human feedback, where we cast it
as an iterative decision-making problem. We first
formulate it as multi-armed bandit learning. More
importantly, to utilize pairwise collaboration, we
further regard it as dueling bandits. Co-UCB is
a novel method proposed in this work. Though
we study online adaptation from the online data
stream, our work can also be applied in offline
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Figure 9: Effects of the number of source models
on adaptation performance based on XLMR.

model refinement. For the offline setting, we do not
update the model online but only update the policy
for model selection when receiving user feedback
each time. After collecting enough user feedback,
we fine-tune the found best model offline with user
feedback.

Limitations

Learning an ensemble of multiple source models
is expensive, especially for large language models.
Hence, to adapt to the new target domain, we cast
the problem as an iterative-decision making pro-
cess. While our work reduces the model access
frequency to 1 or 2 at each training step, contin-
ually updating the language model from a stream
of test data is still costly. Future work can explore
better methods for efficient optimization for a sin-
gle LM. Besides, in some cases, the distribution of
test data may change dynamically over the stream,
but our work considers only the situation where the
test data is from one specific distribution. More
complex cases of test distribution can be studied in
future work.
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A Effects of Preference Feedback on UCB

In the main content of this paper, we use preference
feedback for Co-UCB, since each time the user has
a pair of predictions to provide feedback. For UCB,
the user only has one candidate to leave feedback,
so we use binary feedback.

Here, we further study how preference feedback
would affect the performance of UCB. To enable
preference feedback, for each input data instance,
the model first generates its top two predictions (to
be comparable to Co-UCB), then the user needs
to provide preference feedback to the two candi-
dates. We follow the same procedure of Co-UCB
to simulate preference feedback for UCB.

The results are presented in Figure 10. As we
can see, UCB with preference feedback improves
over UCB with binary feedback in some cases (not
a consistent improvement), since top two predic-
tions give the user more choices to select a good
label. However, UCB with preference feedback
cannot compete with Co-UCB. Co-UCB aims to
leverage the benefits of different source models in-
stead of the model’s top several predictions, which
is different from UCB with preference feedback.
Similar to UCB with binary feedback, UCB with
preference also lacks collaboration among source
models, since the top two predictions, though ex-
panding the options to select a good label, are just
from one model. This finding further demonstrates
the effectiveness and importance of leveraging mul-
tiple source models during test-time adaptation.
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are run three times with random seeds, and the average results are reported.
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