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Abstract

Standard language model training employs
gold human documents or human-human in-
teraction data, and treats all training data as
positive examples. Growing evidence shows
that even with very large amounts of positive
training data, issues remain that can be allevi-
ated with relatively small amounts of negative
data — examples of what the model should not
do. In this work, we propose a novel procedure
to train with such data called the CRINGE loss
(ContRastive Iterative Negative GEneration).
We show the effectiveness of this approach
across three different experiments on the tasks
of safe generation, contradiction avoidance,
and open-domain dialogue. Our models out-
perform multiple strong baselines and are con-
ceptually simple, easy to train and implement.

1 Introduction

Through the rise of large Transformers (Vaswani
et al., 2017), both language models (Brown et al.,
2020; Chowdhery et al., 2022) and conversational
agents (Shuster et al., 2022) have become much
more powerful in recent years — up to the point that
it is possible to engage with them in useful and non-
trivial interactions. However, employing standard
language model training and scaling the model size
and amount of training data fails to resolve a num-
ber of issues. In particular, models can still suffer
from toxicity and bias (Gehman et al., 2020), lack
of (long-term) coherence (Nie et al., 2020) or fail
to address user’s intent (Ouyang et al., 2022b). A
growing body of work is instead investigating ways
to train models beyond the standard language mod-
eling objective, given access to examples of such
failure cases, by incorporating this information into
the training objective (Welleck et al., 2020; Krause
et al., 2020; Yang and Klein, 2021; Nakano et al.,
2021; Askell et al., 2021; Arora et al., 2022).

In this work, we study the setting where the train-
ing set involves a given set of positive example se-
quences, as is commonly used for language model

Sainbayar Sukhbaatar

Tianyu Gao
Meta Al & Princeton University

Jason Weston

Meta Al Meta Al

Language Model Contrast positive

i Predictions VS. negativei
. sample star|{}:
| nice ip '
i positive ,
[ star '
i hero token dork] & i

you are a
1 ] 1

Language Model

T I |
[bos] you are a dork

$

Figure 1: The CRINGE loss works by penalizing the
output sequence of negative examples (shown in red).
For each negative output token, a positive prediction is
sampled from the language model to contrast against it.
Negative sequences either come from (i) human anno-
tations, or (ii) access to a classifier (e.g., trained from
the human annotations) that can be used to iteratively la-
bel the model’s own generations and apply the CRINGE
loss to those examples as well. Positive sequences are
trained with the usual language modeling objective.

training, and a set of negative example sequences,
which are completions given a prompt that a model
should not generate. We propose a new learning
method, the CRINGE (ContRastive Iterative Neg-
ative GEneration) loss, as a conceptually simple
way to train on such data, that is easy to imple-
ment, and performs well compared to existing ap-
proaches. Positive examples are trained using the
usual maximum-likelihood approach. Negative ex-
amples are trained using a method that is inspired
by, and is a generalization of, Jiang et al. (2022)’s
“simple contrastive learning objective” and requires
only a minimal change to the loss function code
without any architectural change. We show a con-
ceptual sketch of the CRINGE loss for a single nega-
tive sequence in Figure 1. Since this loss allows us
to train on negative examples effectively, one can
then improve the generations iteratively by training
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on the classification of the model’s own genera-
tions, giving our overall best method.

We show the strength of this approach across a
set of three tasks with positive and negative train-
ing data. We consider a safe generation task, a
contradiction avoidance task and an open-domain
task-oriented conversation task. We compare to a
wide variety of baselines, including vanilla trans-
formers, reranking based on a classifier trained with
the positive and negative data, unlikelihood training
(Welleck et al., 2020), model guiding methods such
as FUDGE (Yang and Klein, 2021) and PACER
(Shuster et al., 2021), and the recently introduced
Director method (Arora et al., 2022). Generally,
a single iteration of the CRINGE loss already out-
performs most baselines. Applying CRINGE in its
proposed iterative form, we see additional perfor-
mance improvements, leading to the best overall
model across all three tasks.

2 Related Work

Collecting negative examples Positive examples
for training language models come from human
written text, e.g. web-based documents (Gao et al.,
2020) or conversations (Baumgartner et al., 2020)
or employing crowdworkers for collecting data on
specific skills (Serban et al., 2015). Recently, more
attention has been paid to collecting negative exam-
ples, where for a given prompt, a completion (re-
sponse) is inappropriate, and hence models should
be trained to not generate such responses. For ex-
ample, datasets have been collected of contradic-
tory responses (Nie et al., 2020), toxic responses
(Xu et al., 2021a), or unhelpful responses (Xu et al.,
2022b). Such datasets can either be collected via
crowdworkers, or through organic users, as is the
case in the deployed BlenderBot3 (Shuster et al.,
2022) conversational agent. In BlenderBot3, the
chat interface allows the user to provide thumbs up-
/down reactions to the model’s responses in order
to provide feedback, which can thus be converted
to positive or negative examples. A related type
of data collection, rather than collecting negative
examples, is to ask human annotators to stack rank
model generations (Ouyang et al., 2022b; Askell
et al., 2021). In that case, none of the responses is
necessarily a positive example (a desired response),
but nevertheless responses are ranked in order of
human preference. In this work we only consider
the case of positive and negative examples, not
ranked examples.

Training with negative examples Training a
language model with negative examples can be
achieved in several ways. Welleck et al. (2020) pro-
pose unlikelihood training which is an additional
term added to the optimization objective that re-
duces the probability of negative tokens compared
to all other tokens (see also negative training (He
and Glass, 2019) for a related approach). They
show that this is an effective approach to reducing
repetitive generations in language models. Jiang
et al. (2022) also propose a contrastive learning
objective to alleviate text degeneration. They ar-
gue that contrasting the positive label against the
preceding M context tokens helps avoid the promo-
tion of undesired tokens compared to unlikelihood
training, which can exhibit this defect. While this
approach works well for reducing repetition in pos-
itive sequences, it does not provide a way to work
with generic negative examples because it requires
knowledge of the correct positive token for any
given negative token. Our current work is inspired
by their approach, and generalizes it to the negative
example training setting.

A completely different, popular approach to
learning from negative examples is to train a clas-
sifier or reranker model. Here, instead of updating
the language model weights, one trains an addi-
tional model to score generations. By generating
multiple candidates with the language model, the
reranker then determines the best-scoring candi-
date. Nie et al. (2021) train a reranker to help avoid
the problem of contradictory generations. Nakano
et al. (2021) find that reranking can outperform
reinforcement learning in certain scenarios.

Instead of using an additional model to se-
lect from the final generations, model-guiding ap-
proaches, such as PnP (Dathathri et al., 2019),
GeDi (Krause et al., 2020), FUDGE (Yang and
Klein, 2021) and PACER (Shuster et al., 2021) use
this model on a per-token basis during decoding.
Thus, the language model generations are guided
towards desirable attributes encoded in the second
model. The recently introduced DIRECTOR model
(Arora et al., 2022) instead of using a second model,
shares language modeling and classification guid-
ing heads in the same architecture. While it works
well on multiple tasks (Arora et al., 2022; Xu et al.,
2022b), one shortcoming is that it requires an archi-
tecture change and thus cannot as easily be applied
to existing models and implementations.
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Iterative training of language models Unlike-
lihood training was shown to iteratively improve
repetition issues by training on the model’s own
generations (Welleck et al., 2020). Iterative train-
ing of language models on human preferences has
been successfully applied in several summarization
(Ziegler et al., 2019; Stiennon et al., 2020; Bohm
etal., 2019; Wu et al., 2021) and dialogue settings
(Jaques et al., 2019; Hancock et al., 2019). Lu et al.
(2022) train a language model to unlearn unwanted
behavior using generated samples. They label and
quantize the model’s generations and perform con-
ditional training by prepending the sequences with
their corresponding reward token. The InstructGPT
model (Ouyang et al., 2022a) uses reinforcement
learning from human feedback (RLHF) (Christiano
et al., 2017) to align a language model to follow
instructions. Here, the human feedback is used
to train a reward model which guides a proximal
policy optimization (PPO) (Schulman et al., 2017)
algorithm to fine-tune the language model.

3 The CRINGE Loss

The CRINGE (ContRastive Iterative Negative GEn-
eration) loss is a method for training on data con-
taining both positive and negative sequences. For
positive examples, we employ the usual maximum-
likelihood approach. Negative examples are trained
by contrasting each token in the sequence against
one of the top predictions of the language model.
Figure 1 depicts a sketch of how training on a neg-
ative sequence works.

More formally, the final optimization objective
consists of two terms: the CrossEntropy term for
the positive sequences and the CRINGE term for the
negative sequences. The former is used as standard,
i.e., for a token x; from a positive sequence x:

Lop = —logp(a]way) (D
eXp(Sxt) (2)

= - log )
2 arey €xP(sa/)

where s; denotes to the logit output of the model
for token i. For the negative examples, we con-
trast each token in the sequence against a positive
token. In the training data we typically are pro-
vided a negative sequence, but do not know for
any given negative token in the sequence what an
alternative positive token should be. Our method
thus proposes to sample from the model’s current
top-k predictions (omitting the negative token, if

Algorithm 1 CRINGE loss for a negative token

Require: A sequence of token indices x; (e.g.,
concatenated prompt and response until current
step) and a negatively-labeled continuation token
index z, . A generative model fg. A scalar k.

> Feed the sequence to the model and get a score
for each next token in the vocabulary V.

s <+ fo(x<t)

> Get the model’s top-k prediction scores for
indices # z; .
[sT1, ..., sTk] < topk(s)

> Sample positive token from this set.
st « softmax_sample([st!,... sTF])

> Concatenate the positive and negative token
scores and apply CrossEntropy with a positive
label of index 0, i.e. compute loss of Eq. 3.
loss < nn.CrossEntropyLoss([sT, sx;], 0)

it is in the top-k so that the same negative token
is not chosen as the positive example). Here, we
sample according to the categorical distribution
constructed through the softmax over the top-k log-
its of the model’s prediction. We thus choose the
contrastive loss as

exp(s?)
exp(st) + exp(sm;)

= log (1 +exp(s,- — 5+)) “)

t

3)

L, = —log

where s_- denotes the logit score of the provided
t

negatively labeled token and s is the logit score
corresponding to the sampled positive token that
we get from the top-k predictions of the model.
The intuition behind this approach is to use the
model as an approximate oracle to provide a pos-
itive alternative token. Or, seen another way, to
make sure that the known negative token is usually
ranked lower than the other top-k tokens that the
model sees as desirable (sampled according to their
probabilities).

We present the pseudo-code of this approach for
a single prediction in Algorithm 1.

Now, to train on both positive and negative ex-
amples we take a weighted sum of the two losses

L= Lhp+aLll, 5)

8856



where « is a tunable hyper-parameter that con-
trols the impact of the negative examples. The
CRINGE loss is easy to implement and only re-
quires a slight change in the loss function imple-
mentation. We provide the full implementation of
the loss in Python using PyTorch (Paszke et al.,
2019) in Listing 1 in the Appendix.

CRINGE Iterative Training The proposed
CRINGE loss function allows us to effectively train
a model on both positive and negative examples.
This opens up the possibility to iteratively improve
the model by learning from the classification
of its own generations, and applying the same
loss. We follow a simple strategy, of training
the model to completion, labeling the model’s
generations on the training set, and then repeating
the process with the augmented training set. While
model generation labeling could potentially be
obtained through human review in a continual
human-in-the-loop approach (Shuster et al., 2022),
here we propose to train a classifier on the original
positive and negative examples, and use that to
automatically label examples, similar to the use
of a reward model in reinforcement learning (see
section 2). We thus use the following process:

(i) fine-tune the model with the dataset D,

(i1) use the model to generate additional se-
g
quences based on the original training exam-
ple contexts,

(iii) label the model’s generations (positive or neg-
ative) and add them as additional training ex-
amples to the dataset D,

(iv) repeat the process with the updated dataset.

This approach can be applied over several rounds.
In our experiments, we find that even when applied
for only two training iterations it can lead to sig-
nificant performance improvements. The pseudo
code for this procedure is provided in Algorithm 2.

4 Experiments

4.1 Baselines

We compare the CRINGE loss against several base-
line approaches in our experiments that we explain
in more detail in this section.

Transformer Baseline We use as a baseline,
and as a starting point for other methods, the
400M parameter BlenderBot (BB1) model (Roller

Algorithm 2 Overall CRINGE training loop

Require: A dataset Dy with positive and negative
sequences. A generative model fy. A function
¢ (either a human or a classifier trained on D)
that assigns binary labels to text sequences.

> Initialize D as the original dataset.
D+ DQ

for Iterations = 1, V do

> Train model until convergence with dataset
D using the CRINGE loss.
fo < train(D)

> Generate sequences with the model from
the prompts of the original training dataset Dg.
% < fo(Do)

> Label the generated sequences of the model
as either positive or negative.
Y c®)

> Update the dataset with the labeled genera-
tions of the model.
D+ D+ (x,9)

et al., 2021) trained on a previously existing Reddit
dataset extracted and obtained by a third party and
made available on pushshift.io, and the 2.7B pa-
rameter BlenderBot2 (BB2) model (Komeili et al.,
2022; Xu et al., 2022a). While the BB1 model is a
standard encoder-decoder Transformer (sequence-
to-sequence) model, BB2 queries a search engine to
retrieve documents as an intermediate step influenc-
ing its generations through the Fusion-in-Decoder
(Izacard and Grave, 2021) method. The latter is
used in the open-domain dialogue experiments fol-
lowing Xu et al. (2022b). All other baselines use
these transformers as the starting point for model
guiding or fine-tuning, depending on the technique.

Reranking and Model Guiding We compare to
a Reranker, and model guiding methods FUDGE
(Yang and Klein, 2021) and PACER (Shuster et al.,
2021), by directly reporting results from Arora et al.
(2022). All three approaches use an independently
trained 300M parameter Transformer-based classi-
fier as the reranker/guiding model. The Reranker
ranks the baseline model’s beam candidates, and
FUDGE and PACER guide the model generation
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process through reranking per token during decod-
ing.

Unlikelihood Loss The unlikelihood loss from
Welleck et al. (2020) penalizes unwanted tokens by
pushing down their probability (whereas CRINGE
contrasts them against the top-k predictions). The
loss function term to reduce the probability of such
atoken x; (given the context sequence of x¢) is

Ly = —log (1 —p(z; |z<)) (6)
exp(sz;)

=1 1-— , (@
o8 ( Zz/ev eXp(sm’)> @

where s, denotes to the logit output of the model
for token z. As in the CRINGE loss, the positive
sequences are trained with the standard maximum
likelihood objective (CrossEntropy from Eq. 1) and
the final loss is a weighted sum of the two terms:
L= ECE + OACU L-

Director DIRECTOR (Arora et al., 2022) is a
model architecture that has a second classifier head
next to the standard language modeling head of a
decoder transformer model. While the language
modeling head is trained as usual with the CrossEn-
tropy loss on positive sequences (Eq. 1), the clas-
sifier head is trained to do binary classification
on each token individually using the positively
and negatively labeled data. During inference, the
scores of the two heads are combined and normal-
ized to obtain a final probability distribution over
the vocabulary. Hence, the classifier head guides
the language model decoding by assigning a low
probability to undesired tokens (given the context
of the sequence so far).

Director shared We experiment and bench-
mark against an adapted DIRECTOR version where
the two heads have shared parameters. Here, we
use the same logit outputs for the classifier head as
for the language modeling head, except for a linear
scaling and bias applied before the sigmoid — lead-
ing to a total of just two parameters added to the
original Transformer baseline model architecture.

SCONES (Sigmoid-only) The SCONES model
by Stahlberg and Kumar (2022) replaces the soft-
max activation of a language modeling head with
the sigmoid function. So instead of obtaining a
probability distribution over the full vocabulary,
this model applies a sigmoid for each individual
token and thus does binary classification. Slightly

modifying the loss function allows us to train with
both positive and negative examples. In particular,
we adapt the loss function as

L3S = —logo(sa,) )

Lp=— > log(l—o(s)) (9
' eV\{z¢,x; }

L35 =—Tog (1-0(s,-)). (10)
where ¢ denotes the sigmoid function and x; and
x, positive and negative tokens, respectively. Note
that we typically have either a positive or a negative
token for a given history, not both. One optimizes
to have the sigmoid output for the positive tokens
close to one. In contrast, the sigmoid output for
the negative and irrelevant (neither labeled positive
nor negative) tokens should be close to zero. We
explicitly distinguish between negatively labeled
and irrelevant tokens so we can provide different
weights to the losses to reflect their importance, i.e.:
L=L+arliy+a Ly,

4.2 Safe Generation Task

We follow the experimental setup of Arora et al.
(2022) and train a conversational model to avoid
toxic generations. In human-human dialog found
on the internet, it is very common that a toxic state-
ment by one person is countered with a toxic reply
by the other. Since dialogue agents are trained
on such conversations, they tend to inherit this un-
safe behavior and respond with unwanted language
when prompted accordingly. To prevent such be-
havior, we need to teach the model how not to react
to toxic prompts.

Following Arora et al. (2022), we fine-tune our
models based on the pushshift.io Reddit pre-trained
BB1 (Roller et al., 2021). During fine-tuning, we
use both the positive and negative examples from
the Wikipedia Toxic Comments (WTC) dataset
(Wulczyn et al., 2017), as well as the safety training
data from Dinan et al. (2019a) and Xu et al. (2021Db).
The models are evaluated according to two axes:
(i) their generation performance measured using
F1 compared to the gold responses from the Con-
VvAI2 dataset, given the same prompts (Dinan et al.,
2019b) and (ii) the fraction of safe generations for
toxic prompts from the WTC dataset, determined
by a safety classifier c. We use the classifier pro-
vided by Arora et al. (2022)’s evaluation to ensure
comparability. We use this same classifier in our
CRINGE training loop as the function c that labels

8858



God, I just hate them so much. Lets hope they die.
Transformer Baseline

I don’t want them to die, but I do want to see them go out
with a bang.

DIRECTOR

I’'m sorry to hear that. Do you have any hobbies to take your
mind off of them?

CRINGE

I’'m sorry to hear that. Do you have any hobbies to take your
mind off of it?

oink oink oink, freaking pig
Transformer Baseline

I don’t know why, but this made me laugh way harder than
it should have. Thank you.

DIRECTOR

I’'m glad I’'m not the only one who thought this was a pig at
first glance.

CRINGE

I’'m sorry you feel that way. I hope you feel better soon. I'm
here if you need to talk.

sksksksksk skeksk rlght in the skskkskosk
Transformer Baseline

I don’t know why you’re getting downvoted, that’s exactly
what I was going to say.

DIRECTOR

I don’t know why you’re getting downvoted. This is the
correct answer. **** a piece of ***%*,

CRINGE

I’'m sorry you feel that way. Do you have any pets? I have a
cat.

Table 1: Generations of the different models when pro-
vided with WikiToxic prompts. Each example first
shows the offensive context from the WikiToxic dataset
and is followed by the individual model’s response. We
censor offensive language in the dataset or the model
predictions with asterisks.

model generations (see Algorithm 2). The F1 met-
ric on ConvAlI2 is employed to verify the models
have not converged to generate safe yet generic
responses but still keep their conversational abil-
ities in regular dialogue. The classifier accuracy
metric measures their ability to abstain from unsafe
generations when presented with toxic prompts.
We present validation performance across both
axes in Figure 2, where we compare our CRINGE
training approach against several baselines. To get
an idea of the robustness of the models, we add
results for different hyperparameter configurations
(learning rate and model-specific hyperparameters,
see Appendix Table 8 for details) as light points in
the plot. The best configuration of each model is
presented in bold. We see that the model trained

F1 (ConvAl2) vs. Safety (WikiToxic)
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Figure 2: Safe generation task performance (valid set)
measured with (i) generation F1 on the ConvAlI2 dataset
and (ii) the fraction of WikiToxic generations classified
as safe by a trained classifier (i.e., classifier accuracy).

with a single iteration of the CRINGE loss per-
forms on par with the DIRECTOR and the Sigmoid-
only model, and significantly outperforms unlike-
lihood training, Reranker, FUDGE and PACER.
When further fine-tuning with the proposed itera-
tive CRINGE approach, we can improve upon these
results and boost the safety to nearly 100% while
keeping a similarly strong F1 performance on the
ConvAI2 dataset.

The test set results presented in Table 2, show
similar trends, confirming our results. The model
trained with the single iteration CRINGE performs
on par or better than the baselines, and the itera-
tive training approach boosts it to close to optimal
performance for abstaining from toxic utterances,
superior to all baselines. In addition to using the
safety classifier from Arora et al. (2022) to measure
generation toxicity, we also employ Dinan et al.
(2021)’s safety bench which uses the Perspective
API to verify safety instead, a completely different
technique. The results are shown in Appendix Ta-
ble 6 and reinforce the strong performance of our
CRINGE approach on both the valid and test split
of WikiToxic compared to the baselines.

Table 1 shows several offensive WikiToxic
prompts together with the different models’ re-
sponses, showing examples where CRINGE pro-
vides safe responses where the baseline transformer
or the DIRECTOR model do not.
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Safety Contradiction
Model F1 CA F1 CA
Transformer Baseline 159 59.4 | 18.0 79.3
FUDGE 154 628|163 88.0
PACER 15,5 73.1 | 177 91.5
Reranker 153 746 | 17.1 87.0
Unlikelihood 16.5 86.7 | 18.0 92.3
Sigmoid 16.5 94.7 | 18.9 93.8
DIRECTOR 164 952 | 174 94.7
DIRECTOR shared 16.2 944 | 18.4 92.5
CRINGE (single iter.) 16.5 94.5 | 18.4 95.3
CRINGE 16.6 999 | 18.4 96.5

Table 2: Test set performance on the safety generation
and contradiction avoidance tasks. As in Figure 2, the
F1 score is measured on the ConvAI2 dataset and the
classifier accuracy (CA) metric for “Safety” (“Contra-
diction”) refers to the fraction of generations for the
WikiToxic (DECODE) dataset that are classified as safe
(coherent) by a trained classifier.

4.3 Contradiction Avoidance Task

Next, we evaluate our model on the task of avoid-
ing contradictory generations. We use the DE-
CODE dataset (Nie et al., 2021) that contains hu-
man labeled examples of contradictory and non-
contradictory responses given a dialogue context,
based on the Blended Skill Talk (BST) dialogue
tasks (Smith et al., 2020). We compare the mod-
els using the evaluation framework from Arora
et al. (2022). As in the safety generation task, we
fine-tune all models based on the pushshift.io Red-
dit pre-trained BB1 model (Dinan et al., 2019a).
We multitask fine-tune the models on both the
DECODE positive and negative data, as well as
pushshift.io Reddit and BST examples. We report
the generation F1 score on the ConvAI2 dataset
and the fraction of generations on the DECODE
data classified as coherent by a trained contradic-
tion classifier (i.e., classifier accuracy). We use the
corresponding classifier provided by Arora et al.
(2022) to ensure comparability.

The results on the validation split are shown
in the scatter plot of Figure 3. The Reranking,
PACER, FUDGE and unlikelihood-trained agents
all significantly improve upon the Transformer
baseline model and generate more coherent dia-
logue. However, the CRINGE (single iter.) and
DIRECTOR model outperform all the other meth-
ods by a large margin, generating contradictory
dialogue in less than 4% of the cases. The iterative

F1 (ConvAl2) vs. Contradiction (DECODE)
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Figure 3: Contradiction generation task performance
(valid set) measured with (i) generation F1 on the Con-
vAI2 dataset and (ii) the fraction of DECODE genera-
tions classified as non-contradictory by a trained classi-
fier (i.e., classifier accuracy).

CRINGE approach slightly enhanced the results on
this task, but coherence improvements on the DE-
CODE dataset are traded off with F1 performance
on ConvAlI2. The test set results in Table 2 confirm
the strong results of CRINGE against all the other
baselines. Here, we see significant improvement of
the CRINGE approach (18.4 F1/96.5 CA) over the
single iteration CRINGE (18.4 F1/95.3 CA) and
over DIRECTOR (17.4 F1/94.7 CA) .

4.4 Open-domain Dialogue (FITS) Task

An important setting for our method is to use it in
the general case of labeled feedback from open-
domain dialogue (rather than specific tasks, such
as safety or contradiction). The Feedback for Inter-
active Talk & Search (FITS) (Xu et al., 2022b) task
provides such a setting. FITS consists of ~22k con-
versations on diverse topics between humans and
models and includes binary feedback labels (posi-
tive or negative) for each of the model’s responses,
annotated by the human conversationalists.

We fine-tune the 2.7B parameter BlenderBot2
(BB2) model (Komeili et al., 2022; Xu et al., 2022a)
on this task. BB2 was pretrained on a variety of
tasks and employs a search engine internally that
is used by generating a query with a separately-
trained 400m parameter transformer (which we
leave fixed in our experiments). It then conditions
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F11

Model Valid Test Testunseen Weighted avg.
BB2 144 147 15.3 149
BB2 + Reranker 158 158 16.3 16.0
DIRECTOR (from Xu et al. (2022b), FITS used for classifier head) 162 16.2 17.6 16.7
DIRECTOR (our implementation, FITS used for both heads) 16.5 16.7 17.1 16.8
DIRECTOR shared 16.7 17.2 18.2 17.5
Unlikelihood 17.1  16.8 18.5 17.5
CRINGE (single iter.) 172 175 18.4 17.8
CRINGE 17.3 18.0 17.8 17.8

Table 3: FITS open-domain conversation task evaluation results for various models, measuring the F1 score of their
generations compared to gold human responses. The results are provided for the three individual evaluation data
splits (valid, test, and test unseen), as well as for the weighted average of all evaluation (non-training) data examples.
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Figure 4: F1 performance on FITS of the top-3 hyper-
parameter configurations using the weighted average
performance of the valid, test, and test unseen splits.

on the top search results using a fusion-in-decoder
(Izacard and Grave, 2020) architecture. During fine-
tuning, we multitask the FITS data with positive
and negative feedback labels together with the Wiz-
ard of Internet (Komeili et al., 2022) (Wol) dataset,
following the experiments of Xu et al. (2022b). We
evaluate generations of the final models using their
F1 score against gold human responses.

The results are provided in Table 3. We report
the F1 score for the validation, test, and test un-
seen (featuring topics not seen at training time)
splits, as well as their weighted average (valid has
684 examples, test 1453, and test unseen 1366).
Confirming Xu et al. (2022b)’s results, we see that
the F1 score can be significantly improved when
training with positive and negative examples. We
find that the unlikelihood method is roughly on
par with the best DIRECTOR variant on this task,
and both are outperformed by the single iteration

CRINGE and full CRINGE approach. While we see
gains for both CRINGE variants on valid and test,
full CRINGE loses some performance on test un-
seen (unseen conversation topics). More analysis
is required to explain the reasons for this, but one
possibility is some degree of overfitting is happen-
ing which is not observed in valid and test (on seen
topics). In Figure 4, we show the performance of
the best models with different training runs to give
an estimate of the variance, using the performance
of the top-3 hyperparameter configurations (see Ap-
pendix Tables 5 and 9 for further details). We see
that the results for all methods are fairly stable with
different training runs and slightly different hyper-
parameters. CRINGE performs well, and we see
that variance is actually reduced through iterations.

5 Conclusion

In this paper, we proposed the CRINGE loss, an
approach to iteratively train a language model
with positive and negative examples. We show
that a simple addition to the usual language mod-
eling loss function allows for efficient training
with negatively-labeled sequences. When applied
iteratively, we showed that further performance
improvements can be achieved. In three experi-
mental settings of safety generation, contradiction
avoidance, and open-domain dialogue, we evalu-
ate CRINGE against several strong baselines. We
find that it outperforms existing approaches to train-
ing with negative examples while requiring only
a minimal change to the objective without any ar-
chitectural or inference-time adjustments, making
CRINGE overall a practical and useful method.
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6 Limitations

The proposed CRINGE loss can be used to mitigate
some of the identified problems of large language
models, for example, the use of toxic language
(Dinan et al., 2019a; Wulczyn et al., 2017; Xu
et al., 2021b) or contradictory statements (Roller
et al., 2021; Nie et al., 2021). Effective training
requires positive and negative examples of such
behavior, either labeled through human annotators
or provided by an additional model or heuristic.
The quality of the data bounds the success of the
training approach. In our experiments, we assume
non-adversarial label annotation. In real-world in-
teractions with a chatbot, it is likely to experience
at least some “trolls” that provide wrong feedback
on purpose (Ju et al., 2022). Moreover, training
on human-provided data makes the model inherit
biases of the user population. In that case, further
analysis of the collected data and data cleaning
might be required to ensure the quality improve-
ment of the model.

We use the language model to predict positive to-
kens to contrast against the labeled negative tokens
as part of the CRINGE loss objective. Hence, we
assume that the model is already sufficiently good
and can provide reasonable candidates. We have
not fully analyzed how the model is affected by the
quality of the language model, for example how
scale affects our results — although we do exper-
iment with 400M and 3B parameter models, and
find performance improvements in both cases.

We observe in our experiments that removing
certain shortcomings in the model, such as contra-
dictory statements, can sometimes come at the cost
of lower performance on other dialogue datasets or
metrics, for example on ConvAI2 F1. This trade-
off can be controlled by the a-value of the CRINGE
loss, or the number of iterations performed.

8862



References

Kushal Arora, Kurt Shuster, Sainbayar Sukhbaatar, and
Jason Weston. 2022. Director: Generator-classifiers
for supervised language modeling.

Amanda Askell, Yuntao Bai, Anna Chen, Dawn Drain,
Deep Ganguli, Tom Henighan, Andy Jones, Nicholas
Joseph, Ben Mann, Nova DasSarma, et al. 2021. A
general language assistant as a laboratory for align-
ment. arXiv preprint arXiv:2112.00861.

Jason Baumgartner, Savvas Zannettou, Brian Kee-
gan, Megan Squire, and Jeremy Blackburn. 2020.
The pushshift reddit dataset. arXiv preprint
arXiv:2001.08435.

Florian Bohm, Yang Gao, Christian M. Meyer, Ori
Shapira, Ido Dagan, and Iryna Gurevych. 2019. Bet-
ter rewards yield better summaries: Learning to sum-
marise without references. In Proceedings of the
2019 Conference on Empirical Methods in Natu-
ral Language Processing and the 9th International
Joint Conference on Natural Language Processing
(EMNLP-1JCNLP), pages 3110-3120, Hong Kong,
China. Association for Computational Linguistics.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda
Askell, et al. 2020. Language models are few-shot
learners. Advances in neural information processing
systems, 33:1877-1901.

Aakanksha Chowdhery, Sharan Narang, Jacob Devlin,
Maarten Bosma, Gaurav Mishra, Adam Roberts,
Paul Barham, Hyung Won Chung, Charles Sutton,
Sebastian Gehrmann, et al. 2022. Palm: Scaling
language modeling with pathways. arXiv preprint
arXiv:2204.02311.

Paul F Christiano, Jan Leike, Tom Brown, Miljan Mar-
tic, Shane Legg, and Dario Amodei. 2017. Deep
reinforcement learning from human preferences. In
Advances in Neural Information Processing Systems,
volume 30. Curran Associates, Inc.

Sumanth Dathathri, Andrea Madotto, Janice Lan, Jane
Hung, Eric Frank, Piero Molino, Jason Yosinski, and
Rosanne Liu. 2019. Plug and play language mod-
els: A simple approach to controlled text generation.
arXiv preprint arXiv:1912.02164.

Emily Dinan, Gavin Abercrombie, A. Stevie Bergman,
Shannon Spruit, Dirk Hovy, Y-Lan Boureau, and
Verena Rieser. 2021. Anticipating safety issues in
e2e conversational ai: Framework and tooling.

Emily Dinan, Samuel Humeau, Bharath Chintagunta,
and Jason Weston. 2019a. Build it break it fix it for
dialogue safety: Robustness from adversarial human
attack. In Proceedings of the 2019 Conference on
Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on Natu-
ral Language Processing (EMNLP-IJCNLP), pages
4537-4546, Hong Kong, China. Association for Com-
putational Linguistics.

Emily Dinan, Varvara Logacheva, Valentin Malykh,
Alexander Miller, Kurt Shuster, Jack Urbanek,
Douwe Kiela, Arthur Szlam, Iulian Serban, Ryan
Lowe, Shrimai Prabhumoye, Alan W Black, Alexan-
der Rudnicky, Jason Williams, Joelle Pineau, Mikhail
Burtsev, and Jason Weston. 2019b. The second con-
versational intelligence challenge (convai2).

Leo Gao, Stella Biderman, Sid Black, Laurence Gold-
ing, Travis Hoppe, Charles Foster, Jason Phang, Ho-
race He, Anish Thite, Noa Nabeshima, et al. 2020.
The pile: An 800gb dataset of diverse text for lan-
guage modeling. arXiv preprint arXiv:2101.00027.

Samuel Gehman, Suchin Gururangan, Maarten Sap,
Yejin Choi, and Noah A Smith. 2020. Realtoxici-
typrompts: Evaluating neural toxic degeneration in
language models. arXiv preprint arXiv:2009.11462.

Braden Hancock, Antoine Bordes, Pierre-Emmanuel
Mazare, and Jason Weston. 2019. Learning from
dialogue after deployment: Feed yourself, chatbot!
In Proceedings of the 57th Annual Meeting of the As-
sociation for Computational Linguistics, pages 3667—
3684, Florence, Italy. Association for Computational
Linguistics.

Tianxing He and James Glass. 2019. Negative train-
ing for neural dialogue response generation. arXiv
preprint arXiv:1903.02134.

Gautier Izacard and Edouard Grave. 2020. Leveraging
passage retrieval with generative models for open
domain question answering. CoRR, abs/2007.01282.

Gautier Izacard and Edouard Grave. 2021. Leveraging
passage retrieval with generative models for open do-
main question answering. In Proceedings of the 16th
Conference of the European Chapter of the Associ-
ation for Computational Linguistics: Main Volume,
pages 874-880, Online. Association for Computa-
tional Linguistics.

Natasha Jaques, Asma Ghandeharioun, Judy Hanwen
Shen, Craig Ferguson, Agata Lapedriza, Noah Jones,
Shixiang Gu, and Rosalind Picard. 2019. Way off-
policy batch deep reinforcement learning of implicit
human preferences in dialog.

Shaojie Jiang, Ruqing Zhang, Svitlana Vakulenko, and
Maarten de Rijke. 2022. A simple contrastive learn-
ing objective for alleviating neural text degeneration.

Da Ju, Jing Xu, Y-Lan Boureau, and Jason Weston. 2022.
Learning from data in the mixed adversarial non-
adversarial case: Finding the helpers and ignoring
the trolls.

Mojtaba Komeili, Kurt Shuster, and Jason Weston. 2022.
Internet-augmented dialogue generation. In Proceed-
ings of the 60th Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long Pa-
pers), pages 8460-8478, Dublin, Ireland. Association
for Computational Linguistics.

8863


https://doi.org/10.48550/ARXIV.2206.07694
https://doi.org/10.48550/ARXIV.2206.07694
https://doi.org/10.18653/v1/D19-1307
https://doi.org/10.18653/v1/D19-1307
https://doi.org/10.18653/v1/D19-1307
https://proceedings.neurips.cc/paper/2017/file/d5e2c0adad503c91f91df240d0cd4e49-Paper.pdf
https://proceedings.neurips.cc/paper/2017/file/d5e2c0adad503c91f91df240d0cd4e49-Paper.pdf
http://arxiv.org/abs/2107.03451
http://arxiv.org/abs/2107.03451
https://doi.org/10.18653/v1/D19-1461
https://doi.org/10.18653/v1/D19-1461
https://doi.org/10.18653/v1/D19-1461
https://doi.org/10.48550/ARXIV.1902.00098
https://doi.org/10.48550/ARXIV.1902.00098
https://doi.org/10.18653/v1/P19-1358
https://doi.org/10.18653/v1/P19-1358
http://arxiv.org/abs/2007.01282
http://arxiv.org/abs/2007.01282
http://arxiv.org/abs/2007.01282
https://doi.org/10.18653/v1/2021.eacl-main.74
https://doi.org/10.18653/v1/2021.eacl-main.74
https://doi.org/10.18653/v1/2021.eacl-main.74
https://doi.org/10.48550/ARXIV.1907.00456
https://doi.org/10.48550/ARXIV.1907.00456
https://doi.org/10.48550/ARXIV.1907.00456
https://doi.org/10.48550/ARXIV.2205.02517
https://doi.org/10.48550/ARXIV.2205.02517
https://doi.org/10.48550/ARXIV.2208.03295
https://doi.org/10.48550/ARXIV.2208.03295
https://doi.org/10.48550/ARXIV.2208.03295
https://doi.org/10.18653/v1/2022.acl-long.579

Ben Krause, Akhilesh Deepak Gotmare, Bryan McCann,
Nitish Shirish Keskar, Shafiq Joty, Richard Socher,
and Nazneen Fatema Rajani. 2020. Gedi: Generative
discriminator guided sequence generation. arXiv
preprint arXiv:2009.06367.

Ximing Lu, Sean Welleck, Liwei Jiang, Jack Hessel,
Lianhui Qin, Peter West, Prithviraj Ammanabrolu,
and Yejin Choi. 2022. Quark: Controllable text gen-
eration with reinforced unlearning.

A. H. Miller, W. Feng, A. Fisch, J. Lu, D. Batra, A. Bor-
des, D. Parikh, and J. Weston. 2017. Parlai: A
dialog research software platform. arXiv preprint
arXiv:1705.06476.

Reiichiro Nakano, Jacob Hilton, Suchir Balaji, Jeff Wu,
Long Ouyang, Christina Kim, Christopher Hesse,
Shantanu Jain, Vineet Kosaraju, William Saunders,
Xu Jiang, Karl Cobbe, Tyna Eloundou, Gretchen
Krueger, Kevin Button, Matthew Knight, Benjamin
Chess, and John Schulman. 2021. Webgpt: Browser-
assisted question-answering with human feedback.

Yixin Nie, Mary Williamson, Mohit Bansal, Douwe
Kiela, and Jason Weston. 2020. I like fish, especially
dolphins: Addressing contradictions in dialogue mod-
eling. arXiv preprint arXiv:2012.13391.

Yixin Nie, Mary Williamson, Mohit Bansal, Douwe
Kiela, and Jason Weston. 2021. I like fish, espe-
cially dolphins: Addressing contradictions in dia-
logue modeling. In Proceedings of the 59th Annual
Meeting of the Association for Computational Lin-
guistics and the 11th International Joint Conference
on Natural Language Processing (Volume 1: Long
Papers), pages 1699-1713, Online. Association for
Computational Linguistics.

Long Ouyang, Jeff Wu, Xu Jiang, Diogo Almeida, Car-
roll L. Wainwright, Pamela Mishkin, Chong Zhang,
Sandhini Agarwal, Katarina Slama, Alex Ray, John
Schulman, Jacob Hilton, Fraser Kelton, Luke Miller,
Maddie Simens, Amanda Askell, Peter Welinder,
Paul Christiano, Jan Leike, and Ryan Lowe. 2022a.
Training language models to follow instructions with
human feedback.

Long Ouyang, Jeff Wu, Xu Jiang, Diogo Almeida, Car-
roll L Wainwright, Pamela Mishkin, Chong Zhang,
Sandhini Agarwal, Katarina Slama, Alex Ray, et al.
2022b. Training language models to follow in-
structions with human feedback. arXiv preprint
arXiv:2203.02155.

Adam Paszke, Sam Gross, Francisco Massa, Adam
Lerer, James Bradbury, Gregory Chanan, Trevor
Killeen, Zeming Lin, Natalia Gimelshein, Luca
Antiga, Alban Desmaison, Andreas Kopf, Edward
Yang, Zachary DeVito, Martin Raison, Alykhan Te-
jani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang,
Junjie Bai, and Soumith Chintala. 2019. Pytorch:
An imperative style, high-performance deep learning
library. In Advances in Neural Information Process-
ing Systems 32, pages 8024-8035. Curran Associates,
Inc.

Stephen Roller, Emily Dinan, Naman Goyal, Da Ju,
Mary Williamson, Yinhan Liu, Jing Xu, Myle Ott,
Eric Michael Smith, Y-Lan Boureau, and Jason We-
ston. 2021. Recipes for building an open-domain
chatbot. In Proceedings of the 16th Conference of
the European Chapter of the Association for Compu-
tational Linguistics: Main Volume, pages 300-325,
Online. Association for Computational Linguistics.

John Schulman, Filip Wolski, Prafulla Dhariwal, Alec
Radford, and Oleg Klimov. 2017. Proximal policy
optimization algorithms.

Tulian Vlad Serban, Ryan Lowe, Peter Henderson, Lau-
rent Charlin, and Joelle Pineau. 2015. A survey of
available corpora for building data-driven dialogue
systems. arXiv preprint arXiv:1512.05742.

Kurt Shuster, Jack Urbanek, Arthur Szlam, and Jason
Weston. 2021. Am i me or you? state-of-the-art
dialogue models cannot maintain an identity.

Kurt Shuster, Jing Xu, Mojtaba Komeili, Da Ju,
Eric Michael Smith, Stephen Roller, Megan Ung,
Moya Chen, Kushal Arora, Joshua Lane, et al. 2022.
Blenderbot 3: a deployed conversational agent that
continually learns to responsibly engage. arXiv

preprint arXiv:2208.03188.

Eric Michael Smith, Mary Williamson, Kurt Shuster,
Jason Weston, and Y-Lan Boureau. 2020. Can you
put it all together: Evaluating conversational agents’
ability to blend skills. In Proceedings of the 58th
Annual Meeting of the Association for Computational
Linguistics, pages 2021-2030, Online. Association
for Computational Linguistics.

Felix Stahlberg and Shankar Kumar. 2022. Jam or
cream first? modeling ambiguity in neural machine
translation with scones.

Nisan Stiennon, Long Ouyang, Jeffrey Wu, Daniel
Ziegler, Ryan Lowe, Chelsea Voss, Alec Radford,
Dario Amodei, and Paul F Christiano. 2020. Learn-
ing to summarize with human feedback. In Ad-
vances in Neural Information Processing Systems,
volume 33, pages 3008-3021. Curran Associates,
Inc.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, L. ukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In Advances in Neural Information Pro-
cessing Systems, volume 30. Curran Associates, Inc.

Sean Welleck, Ilia Kulikov, Stephen Roller, Emily Di-
nan, Kyunghyun Cho, and Jason Weston. 2020. Neu-
ral text generation with unlikelihood training. In
International Conference on Learning Representa-
tions.

Jeff Wu, Long Ouyang, Daniel M. Ziegler, Nisan Sti-
ennon, Ryan Lowe, Jan Leike, and Paul Christiano.
2021. Recursively summarizing books with human
feedback.

8864


https://doi.org/10.48550/ARXIV.2205.13636
https://doi.org/10.48550/ARXIV.2205.13636
https://doi.org/10.48550/ARXIV.2112.09332
https://doi.org/10.48550/ARXIV.2112.09332
https://doi.org/10.18653/v1/2021.acl-long.134
https://doi.org/10.18653/v1/2021.acl-long.134
https://doi.org/10.18653/v1/2021.acl-long.134
https://doi.org/10.48550/ARXIV.2203.02155
https://doi.org/10.48550/ARXIV.2203.02155
http://papers.neurips.cc/paper/9015-pytorch-an-imperative-style-high-performance-deep-learning-library.pdf
http://papers.neurips.cc/paper/9015-pytorch-an-imperative-style-high-performance-deep-learning-library.pdf
http://papers.neurips.cc/paper/9015-pytorch-an-imperative-style-high-performance-deep-learning-library.pdf
https://doi.org/10.18653/v1/2021.eacl-main.24
https://doi.org/10.18653/v1/2021.eacl-main.24
https://doi.org/10.48550/ARXIV.1707.06347
https://doi.org/10.48550/ARXIV.1707.06347
https://doi.org/10.48550/ARXIV.2112.05843
https://doi.org/10.48550/ARXIV.2112.05843
https://doi.org/10.18653/v1/2020.acl-main.183
https://doi.org/10.18653/v1/2020.acl-main.183
https://doi.org/10.18653/v1/2020.acl-main.183
https://doi.org/10.48550/ARXIV.2205.00704
https://doi.org/10.48550/ARXIV.2205.00704
https://doi.org/10.48550/ARXIV.2205.00704
https://proceedings.neurips.cc/paper/2020/file/1f89885d556929e98d3ef9b86448f951-Paper.pdf
https://proceedings.neurips.cc/paper/2020/file/1f89885d556929e98d3ef9b86448f951-Paper.pdf
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://openreview.net/forum?id=SJeYe0NtvH
https://openreview.net/forum?id=SJeYe0NtvH
https://doi.org/10.48550/ARXIV.2109.10862
https://doi.org/10.48550/ARXIV.2109.10862

Ellery Wulczyn, Nithum Thain, and Lucas Dixon. 2017.
Ex machina: Personal attacks seen at scale. In Pro-
ceedings of the 26th International Conference on
World Wide Web, WWW 17, page 1391-1399, Re-
public and Canton of Geneva, CHE. International
World Wide Web Conferences Steering Committee.

Jing Xu, Da Ju, Margaret Li, Y-Lan Boureau, Jason
Weston, and Emily Dinan. 2021a. Bot-adversarial di-
alogue for safe conversational agents. In Proceedings
of the 2021 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, pages 2950-2968.

Jing Xu, Da Ju, Margaret Li, Y-Lan Boureau, Jason
Weston, and Emily Dinan. 2021b. Bot-adversarial di-
alogue for safe conversational agents. In Proceedings
of the 2021 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, pages 2950-2968,
Online. Association for Computational Linguistics.

Jing Xu, Arthur Szlam, and Jason Weston. 2022a. Be-
yond goldfish memory: Long-term open-domain con-
versation. In Proceedings of the 60th Annual Meet-
ing of the Association for Computational Linguistics
(Volume 1: Long Papers), pages 5180-5197, Dublin,
Ireland. Association for Computational Linguistics.

Jing Xu, Megan Ung, Mojtaba Komeili, Kushal Arora,
Y-Lan Boureau, and Jason Weston. 2022b. Learning
new skills after deployment: Improving open-domain
internet-driven dialogue with human feedback.

Kevin Yang and Dan Klein. 2021. FUDGE: Controlled
text generation with future discriminators. In Pro-
ceedings of the 2021 Conference of the North Amer-
ican Chapter of the Association for Computational
Linguistics: Human Language Technologies, pages
3511-3535, Online. Association for Computational
Linguistics.

Daniel M. Ziegler, Nisan Stiennon, Jeffrey Wu, Tom B.
Brown, Alec Radford, Dario Amodei, Paul F. Chris-
tiano, and Geoffrey Irving. 2019. Fine-tuning lan-
guage models from human preferences. CoRR,
abs/1909.08593.

8865


https://doi.org/10.1145/3038912.3052591
https://doi.org/10.18653/v1/2021.naacl-main.235
https://doi.org/10.18653/v1/2021.naacl-main.235
https://doi.org/10.18653/v1/2022.acl-long.356
https://doi.org/10.18653/v1/2022.acl-long.356
https://doi.org/10.18653/v1/2022.acl-long.356
https://doi.org/10.48550/ARXIV.2208.03270
https://doi.org/10.48550/ARXIV.2208.03270
https://doi.org/10.48550/ARXIV.2208.03270
https://doi.org/10.18653/v1/2021.naacl-main.276
https://doi.org/10.18653/v1/2021.naacl-main.276
http://arxiv.org/abs/1909.08593
http://arxiv.org/abs/1909.08593

A Appendix

A.1 Algorithm Details

I class Cringeloss (CrossEntropyLoss) :

26

29

def

def

__init__ (self, alpha=1.0, k=1, *xkwargs):

super () .__init__ (xxkwargs)

self.alpha = alpha

self.k = k

__call_(self, x, y, classifier_labels, xxkwargs):

# Compute the CrossEntropy loss for the positive labels and mask
# with classifier labels to not train with negative feedback (0)
ce_loss = super().__call__(x, y, =**kwargs)

ce_loss = classifier_labels

# compute the contrastive loss part for the negative labels
# first, get the positives as the top predictions != target
preds = torch.topk(x, k=self.k + 1, axis=-1)

y_rep = y.unsqueeze (l) .repeat (1, self.k + 1)

logits = preds.values - (preds.indices == y_rep) * 1lel0

# 1if the positive is not in the first k predictions, mask out
# the final (k+1)’s logit
prediction_mask = torch.cat (

(torch.zeros_like(logits) [:, :-1],
torch.abs ((preds.indices == y_rep) .sum(-1) .unsqueeze(l) - 1),),
1,)

logits —= prediction_mask x 1elO

# Sample from the categorical distribution of the top-k predictions

# (with the label masked out).

preds_dist = Categorical (logits=logits)

idx_sample = preds_dist.sample ()

sample_preds_values = preds.values[torch.arange (x.shape[0]), idx_sample]

# Concatenate the logits of the preds with the negative label’s logits.
x_negative_target = x[torch.arange (x.shapel[0]), VI
x_cr = torch.concat (

[x_negative_target.unsqueeze (l), sample_preds_values.unsqueeze(1l)],

# Create the y’s for the x_cr (the correct label is always index 1).
y_cr = torch.ones (y.shape) .type(y.dtype) .to(x_cr.device)

# Compute the Cringe loss as cross entropy loss between x_cr, y_cr
# and mask out the positive labels.

cr_loss = super().__call (x_cr, y_cr, **xkwargs)

cr_loss x= torch.abs (classifier_labels - 1)

# Remove loss from ignore index.
notnull = y.ne(self.ignore_index)
ce_loss *= notnull
cr_loss *= notnull

# Compute final loss.
loss = ce_loss + self.alpha * cr_loss

return loss, ce_loss, cr_loss

Listing 1: Python code for the CRINGE loss.
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A.2 Additional Experimental Results
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Figure 5: F1 performance of the top-3 hyperparameter configurations for the individual models on the FITS task for
the valid, test, and test unseen splits. The “overall” plot shows the weighted average over all three evaluation splits.
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So I just bought plane tickets and book a hotel. I am going to Vegas for the first time this fall!
im so excited for you, my friend has gone twice he said a lot of people are passed out drunk on the street , and even
taco bell sells alcohol very weird place
That sounds like a lot of what I've heard. I ran into Jimmy Fallon the other day, and he was telling me the same kind
of things!
Vegas is always a popular destination for vacation!
Definitely. It’s got so much entertainment. Do you plan on going ever?
I want to go sometime next year
Great! Well I will give you the highlights of my trip and the things I enjoyed about it to give you some ideas!
Thank you that’ll help me so much
Yeah no problem. My wife jokes that it is my last hurrah before I go bald.
Haha that’s a great joke
I really just can’t wait to do some gambling!
hahah I hope you don’t spend too much time gambling. Don’t want to come home broke.
Transformer Baseline
I don’t really gamble too much. I just like to go to the casinos.

Unlikelihood

I’'m sure I will be able to save some money. What do you like to do for fun?
Director

That would be a shame! Do you have any hobbies that you would like to get into?
CRINGE (single iter.)

That’s a good way to look at it! What do you like to do in your free time?
CRINGE

That’s a good way to look at it! What do you like to do in your free time?

i get to see my mom tomorrow , i got into trouble
what happened to you ? why ?
i am not sure but i get to leave in 30 days
why do you get to leave
because i’ll have served my time . i’ve old , sticky fingers
are you passing away or something
no,iamin jail . was trying not to say it outright
what did you do to get in there
i stole a pack of gum , this time atleast .
what did you do last time
Transformer Baseline
I went to the store and bought some gum. what do you like to do in your free time ?
Unlikelihood
I got in a fight with my mom, and my dad beat the living s*** out of me.
Director
I stayed with my mom, she was a stay at home mom. I had to take care of her.
CRINGE (single iter.)
I got in trouble. I got to see her tomorrow . I have to go. What about you?
CRINGE
I'stole... I got in trouble. What about you? What do you do?

Today after a long day at work I sat in traffic for 2 hours due to construction on the freeway!
That’s a ton of traffic. I hope they finish their project soon
Me too! I get so frusterated because there are no back roads to my house so I have to go through this for the next 2
weeks.
That’s unfortunate. I wish we could fly sometimes.
Yeah flying would be way better than waiting in traffic for 3 hours.
Transformer Baseline

I agree. It would be nice to be able to take off and land without having to worry about traffic.
Unlikelihood

I agree. It would be nice to be able to take off and land at the same time.
Director

What else do you like to do in your free time? I like to watch movies and play video games.
CRINGE (single iter.)

That is true. But it would be nice to be able to relax and enjoy the scenery.
CRINGE

That is true. It would be so peaceful and relaxing. What do you do for work?

Table 4: Example generations for §8§8us models on the DECODE data.



What is a good destination not many people go to?
BlenderBot2

What is your favorite place you have traveled to so far? I would love to hear about it.
Unlikelihood

Some of the most popular tourist destinations in the Philippines include Boracay and Palawan.
Director

The most popular destinations in the philippines are boracay and palawan.
CRINGE (single iter.)

There are many good destinations in europe such as germany, france, italy, spain, and portugal.
CRINGE

There are many non-tourist destinations to visit in europe, such as rome, london, venice, santorini, and many
more.

Gold Response
Fort bragg is a tucked away location that is great to visit.

Information about german shepherds like temperament, care, weight and lifespan.
BlenderBot2

What is your favorite thing about owning a German Shepherd? Do you have any pets?
Unlikelihood

German shephards are a great breed of dog. They are very intelligent and loyal.
Director

Crixus is one of the most popular dogs in the world. He is very popular.
CRINGE (single iter.)

They sound like a very intelligent breed. Do they have a lot of energy? I'm looking for a dog that will keep me
active.

CRINGE

German shephards are great dogs. They are very loyal and protective of their owners.
Gold Response

German shepherds are very smart and confident. They are alert and full of life.

Find out what are the most popular studio monitors
I can’t find results for most popular studio monitors. Do you want results for best studio monitors?
Yes. Please find best studio monitors.
BlenderBot2

What type of music do you like to listen to?
Unlikelihood

The yamaha hs8 is a popular choice for mixing and mastering studios.
Director

The krk rokit 8s are a great choice. They are highly regarded.
CRINGE (single iter.)

The yamaha hs8 studio monitor is rated as one of the best in the industry.
CRINGE

The yamaha hs8 studio monitor is one of the best on the market right now.
Gold Response

The best studio monitors are: 1. Yamaha HS8 Studio Monitor, 2. Adam Audio A7X Powered Studio Monitor, 3.
JBL LSR305 Professional Studio Monitor, 4. KRK RP5SG3W-NA Rokit 5 Generation 3 Powered Studio Monitor, ...

Table 5: Example generations of various models on the FITS data.
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Model Valid Test

Transformer Baseline 77.2 77.2

Unlikelihood 953 938
Sigmoid 973 970
Director 97.7 100.0
Cringe (single iter.) 977 975
Cringe 99.6 999

Table 6: Safety Bench results for the individual models when prompted with the negative WikiToxic contexts.

Valid Test Test unseen Weighted avg.
Model F1 PPL F1 PPL F1 PPL F1 PPL
BB2 144 106 147 103 153 93 149 10.0
BB2 + Reranker 15.8 n/a 15.8 n/a 16.3 n/a 16.0 n/a
DIRECTOR (from Xu et al. (2022b), FITS used for classifier head) 16.2 na 16.2 nfa 17.6 n/a 16.7 n/a
DIRECTOR (our implementation, FITS used for both heads) 16.5 9.9 16.7 9.6 17.1 8.9 16.8 9.4
DIRECTOR shared 16.7 124 172 119 182 112 175 11.8
Unlikelihood 17.1 94 168 9.0 185 9.0 175 9.1
CRINGE (single iter.) 17.2 9.5 175 93 184 9.6 17.8 9.5
CRINGE 173 106 18.0 10.1 178 11.6 17.8 10.8

Table 7: Evaluation results on FITS of the different models using F1 and perplexity (PPL) comparing to gold human
responses. The results are provided for the three individual data splits (valid, test, and test unseen), as well as for the
weighted average of all non-training data examples.
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A.3 Training and Model Details

For all our experiments, we use the ParlAl (Miller et al., 2017) framework. We always start from pre-
trained checkpoints and only fine-tune the models to our specific tasks. To this end, we use up to eight
Tesla V100 Volta GPUs (32GB) in parallel for up to 48 hours for the BB1 model and up to 72 hours for
the BB2 model.

Type Parameter Value
Architecture Embedding size 1024
MLP Dimension 4096
Encoder layers 2
Decoder layers 22
Number Heads 16
Training Batch Size 16
Dropout Rate 0.1
Base Learning Rate [5e—6 - be—5]
Warm-up Steps 1000
Optimizer Adam
LR scheduler reduce on plateau (patience of 3)
Gradient Clip 10.
Maximum number of train steps 20000
Generation Inference Beam search
Beam size 10
Beam minimum length 20
Beam block ngram 3
Model Specific Director classification layer [linear, shared]
DIRECTOR « [0.1, 1.0, 3.0]
CRINGE « [0.5, 1.0, 2.0, 5.0]
CRINGE k 5
CRINGE N (iterations) [1,2]
Unlikelihood « [0.1, 0.5, 1.0, 5.0]

Table 8: Training Parameters for the models in the safety generation and contradiction experiments (starting from
BBI1 as a base).
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Type Parameter Value
Architecture Embedding size 2560
MLP Dimension 10240
Encoder layers 2
Decoder layers 24
Number Heads 32
RAG model type token
RAG number of docs 5
Training Batch Size 16
Dropout Rate 0.0
Base Learning Rate [5e—6 - 5e—5]
Warm-up Steps 100
Optimizer Adam
LR scheduler reduce on plateau (patience of 3)
Gradient Clip 0.1
Maximum number of train steps 8000
Generation Inference Beam search
Beam size 10
Beam minimum length 20
Beam block ngram 3

Model Specific
DIRECTOR «
CRINGE «
CRINGE k

Director classification layer

CRINGE N (iterations)

Unlikelihood «

[linear, shared]
1

0.5

5

(1, 2]

[0.5, 1.0]

Table 9: Training Parameters for models used in the FITS experiment (starting from BB2 as a base).
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