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Abstract
The CoNLL-2003 English named entity recog-
nition (NER) dataset has been widely used to
train and evaluate NER models for almost 20
years. However, it is unclear how well mod-
els that are trained on this 20-year-old data
and developed over a period of decades using
the same test set will perform when applied
on modern data. In this paper, we evaluate
the generalization of over 20 different models
trained on CoNLL-2003, and show that NER
models have very different generalization. Sur-
prisingly, we find no evidence of performance
degradation in pre-trained Transformers, such
as RoBERTa and T5, even when fine-tuned
using decades-old data. We investigate why
some models generalize well to new data while
others do not, and attempt to disentangle the
effects of temporal drift and overfitting due to
test reuse. Our analysis suggests that most
deterioration is due to temporal mismatch be-
tween the pre-training corpora and the down-
stream test sets. We found that four factors
are important for good generalization: model
architecture, number of parameters, time pe-
riod of the pre-training corpus, in addition
to the amount of fine-tuning data. We sug-
gest current evaluation methods have, in some
sense, underestimated progress on NER over
the past 20 years, as NER models have not
only improved on the original CoNLL-2003
test set, but improved even more on modern
data. Our datasets can be found at https://
github.com/ShuhengL/acl2023_conllpp.

1 Introduction

The progress of natural language processing (NLP)
is typically measured using performance metrics
like accuracy or F1 score on public test sets. For
instance, the top line in Figure 1 shows the steady
improvement of selected models on the CoNLL-
2003 English named entity recognition (NER) test
set (Tjong Kim Sang and De Meulder, 2003) over
the course of 15 years (2005-2020) as measured by
published F1 scores.

Figure 1: Progress on NER from 2005-2020, as mea-
sured using published F1 scores on the CoNLL-2003
(data from 1996) and CoNLL++ (data from 2020) En-
glish NER test set. The gap between the two grows
smaller as time passes by, showing improved general-
ization of models developed over time.

However, these scores are all calculated using
the same publicly available test set, which raises
several questions. One concern is how much of
this progress is actually due to adaptive overfitting,
i.e. over-estimating performance by reusing the
same test set, as opposed to genuine improvement
(Recht et al., 2019; Roelofs et al., 2019; Gorman
and Bedrick, 2019). In addition, there is also the
issue of temporal drift as training data ages, which
can negatively impact performance on modern data
(Rijhwani and Preotiuc-Pietro, 2020; Agarwal and
Nenkova, 2022; Luu et al., 2022).

Performance degradation is a significant con-
cern in applications that use NER, such as text
deidentification (Morris et al., 2022), relation ex-
traction (Zhong and Chen, 2021), linking entities
to a knowledge base (De Cao et al., 2022), etc.
However, continuously annotating, training, and
evaluating new models on new data is not always
possible. NER models that are trained on decades-
old data and evaluated on heavily-used public de-
velopment and test sets may struggle to perform
well on modern data, which highlights the need to
consider these factors when assessing performance.
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Dataset Time # Tokens LOC MISC ORG PER # Unique
Tokens

Avg Sentence
Length

CoNLL-2003 Dec. 1996 46,435 1668 702 1661 1617 9,489 12.67
CoNLL++ Dec. 2020 46,587 1128 697 1201 981 8,115 23.64

Table 1: Statistics of CoNLL-2003 test set and our CoNLL++. We report the publication time of the articles, the
numbers of four different types of entities, the number of tokens, unique tokens and average number of tokens per
sentence.1

To understand how well NER works when mod-
els have been developed over 20 years using the
same dataset, we created a new test set called
CoNLL++. We closely modeled CoNLL++ after
the CoNLL-2003 test set, using news articles from
2020 instead of 1996, as in the original dataset. We
carefully controlled for other variables, making re-
sults on the two datasets as comparable as possible,
with the exception of the time frame. An example
of an annotated sentence from CoNLL++ is shown
below:

AMBASSADOR O
TO O
THE O
UNITED I-ORG
NATIONS I-ORG
: O
LINDA I-PER
THOMAS-GREENFIELD I-PER

Using CoNLL++, we conduct an empirical study
of more than 20 NER models that were trained
on the original CoNLL-2003 training split. Our
analysis shows that different models can have very
different generalization when moving to modern
data. Simply comparing the performance of models
on the CoNLL-2003 test set does not tell the whole
story of progress on NER over the past 20 years.

Similar to the findings of Recht et al. (2019)
on the ImageNet dataset (Deng et al., 2009), we
do not observe evidence of widespread overfitting
on CoNLL-2003. On average, each point of F1 im-
provement on the CoNLL-2003 test set translates to
a larger improvement on CoNLL++ (see Figure 2),
suggesting overall improvements on the original
dataset between 2003-2020 are mostly not due to
overfitting. Rather, most performance deterioration
appears to be caused by temporal misalignment
(Luu et al., 2022).

Suprisingly, for some models (e.g. RoBERTa
and T5), we find no evidence of performance degra-
dation at all, despite the fact they are fine-tuned on
a 20-year-old public dataset. We conduct an ex-
tensive analysis, which suggests that model size,

architecture, amount of fine-tuning data, and pre-
training corpus are all important factors for gener-
alization in NER.

2 Annotating a New Test Set to Measure
Generalization

Data Collection: The CoNLL-2003 shared task
collected English data from the Reuters Corpus,
including Reuters news articles published between
Aug. 1996 and Aug. 1997. The test set was col-
lected from December 1996 according to Tjong
Kim Sang and De Meulder (2003). We find that al-
most all articles were published between Dec. 5th
and 7th, 1996, except one article published on Nov.
29th and another on Dec. 16th. Our dataset follows
this distribution to collect Reuters news articles
published between December 5th and 7th, 2020,
collected from the Common Crawl Foundation.2

We tokenize the data with the same tokenizer used
for the CoNLL-2003 shared task, and randomly
select articles to match the total number of tokens
in the original test set.
Annotation: We manually labeled this new dataset,
which we refer to as CoNLL++, using the BRAT
annotation interface (Stenetorp et al., 2012). Arti-
cles were distributed between two authors, where
one author annotated 96.1% of the articles and the
other annotated 50.0%. The first author’s anno-
tation is used as the gold standard.3 During the
annotation process, articles from the CoNLL-2003
test set were interleaved with new articles from

1We notice that our dataset contains fewer entities than
CoNLL-2003. This is mainly because there are a number of
tabular data, with information such as results of sports events
(e.g. 1. Jesper Ronnback ( Sweden ) 25.76 points), in CoNLL-
2003. Such data greatly contribute to the number of entities.
These tabular data also cause the average sentence length of
CoNLL-2003 to be smaller than that of CoNLL++. By re-
moving these data, we found that the average sentence length
increased to 18.50, much more comparable to CoNLL++.
Model perfomances reported in Figure 2 were also not af-
fected by the removal of these tabular data. We include further
analysis and explanation in the Appendix (§ A).

2http://commoncrawl.org/
3Articles only annotated by the second author were re-

viewed and then used as the gold standard.
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Name Architecture Reference Corpus Corpus Time ∆F1 (%) ∆Rank
BiLSTM-CRF GloVe+RNN+CRF Lample et al. (2016)5 WP till 2014 -20.25 -7
BiLSTM-CNN GloVe+RNN Chiu and Nichols (2016)6 WP till 2014 -15.09 0
Stanford NLP CRF Finkel et al. (2005) - - -13.25 0
SciBERT BERT Beltagy et al. (2019) SS till 2019* -8.94 +2
BiLSTM-CNN-CRF GloVe+RNN+CRF Ma and Hovy (2016)7 WP till 2014 -6.52 -1
BiLSTM-CRF-ELMo ELMo+RNN+CRF Peters et al. (2018) 1B till 2011* -5.72 -7
Flair GloVe+Flair+RNN+CRF Akbik et al. (2018) WP till 2014* -5.57 -7

1B till 2011*
Stanza Flair+RNN Qi et al. (2020) 1B till 2011* -5.19 -8
Pooled Flair GloVe+Flair+RNN+CRF Akbik et al. (2019) WP till 2014* -4.65 -6

1B till 2011*
mBERT BERT Devlin et al. (2019) WP 01/2001-2018* -4.22 -1
GigaBERT BERT Lan et al. (2020a) G5 01/2009-12/2010 -3.90 0

WP till 2019*
OS 11/2018

ALBERTBase BERT Lan et al. (2020b) BP till 2018* -3.61 +3
ALBERTXXL BERT Lan et al. (2020b) BP till 2018* -2.22 +4
BERTLarge BERT Devlin et al. (2019) BC till 2015* -2.01 +3

WP 01/2001-2018*
XLM-RoBERTaBase RoBERTa Conneau et al. (2020) CC till 2020* -0.90 +5
T5Large Transformer Raffel et al. (2020) C4 04/2019 -0.59 +11
RoBERTaLarge RoBERTa Liu et al. (2019) BP till 2018* +0.64 +3

CN 09/2016-02/2019
OW till 2019*
ST till 2018*

T53B Transformer Raffel et al. (2020) C4 04/2019 +0.67 +1
LongformerBase RoBERTa Beltagy et al. (2020) BP till 2018* +1.00 +5

RP till 2019
ST till 2018*
RN 12/2016-03/2019

news-RoBERTaBase RoBERTa Gururangan et al. (2020) RP till 2019 +1.06 +5
RN 12/2016-03/2019

LUKELarge RoBERTa+EASA† Yamada et al. (2020) RP till 2019 +1.10 0
WP till 12/2018

Table 2: Details about the models selected, sorted by ∆ F1. We list the models’ architectures and word embeddings,
pre-training corpora, and the temporal coverage of the corpora. If the exact temporal coverage cannot be found,
we report the time of publication of the corpus followed by *. For each model, we report the percentage change
in F1 and the change in ranking. Abbreviations: BC = BookCorpus (Zhu et al., 2015), BP = BERT Pre-training
Corpus, CC = CC-100 (Conneau et al., 2020), CN = CC-News (Nagel, 2016), C4 = Colossal Clean Crawled
Corpus (Raffel et al., 2020), G5 = Gigaword5 (Parker et al., 2011), OS = OSCAR (Suárez et al., 2019), OW
= OpenWebText (Gokaslan et al., 2019), RN = REALNEWS (Zellers et al., 2019), RP = RoBERTa Pre-training
Corpus, SS = Semantic Scholar (Cohan et al., 2019), ST = Stories (Trinh and Le, 2018), WP = Wikipedia, 1B =
1B Benchmark (Chelba et al., 2014). †Entity-aware self-attention (Yamada et al., 2020).

2020, in order to measure how closely the annota-
tors follow the style of the original dataset.
Inter-Rater Agreement: We find that the
CoNLL++ annotations closely follow the style of
the original dataset. When considering labels in
the CoNLL-2003 test set as gold, our manual re-
annotation achieves a 95.46 F1 score.4 The second
author’s annotation, when considering the first au-
thor’s as gold, receives a 96.23 F1 score on over-
lapping articles. The token-level Cohen’s Kappa
between the two authors is 97.42, which can be
considered almost perfect agreement (Artstein and
Poesio, 2008). Table 1 summarizes the statistics of

4For reference, the current state of the art for automated
NER taggers is 94.60 (Wang et al., 2021).

the two datasets.

3 Experimental Setup

We select models with a variety of architectures and
pre-training corpora and fine-tune these models to
study how different factors affect generalization.
None of the models used any pre-training data that
temporally overlap with CoNLL++, eliminating
the possibility of articles in CoNLL++ appearing
in any pre-training corpus. A list of all models
and their implementation details can be found in
Table 2.

Scripts for fine-tuning Flair and ELMo are
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Figure 2: Plot of CoNLL++ F1 scores against CoNLL-2003 F1 scores. Each data point represents the average F1
for each model, and the error bar represents one standard deviation. We observe that models show different level
of generalization, while T5 and RoBERTa models generalize to CoNLL++. The solid best-fit line is steeper than
the dashed y = x ideal generalization line, providing evidence against adaptive overfitting (§ 5.1). This figure is
best viewed in color.

adapted from Reiss et al. (2020). 5 Other recurrent
neural network (RNN) models are trained using
various GitHub repositories (see footnotes 6, 7 and
8). We fine-tune the BERT and RoBERTa mod-
els with the HuggingFace transformers library
(Wolf et al., 2020), except LUKE with AllenNLP
(Gardner et al., 2018). T5 is fine-tuned to condition-
ally generate NER tags around entities (e.g. <per>
Jane Doe </per>).

A hyperparameter search is conducted for each
model. We follow the recommended search space
for a model if available in its publication. {8, 16,
32} and {1e-5, 2e-5, 3e-5, 5e-5} are used for most
searches for batch sizes and learning rates respec-
tively. Appendix B provides more details on the
hyperparameter search.

We train models on the CoNLL-2003 training set
for 10 epochs, and use the dev set to select the best
epoch and other hyperparameters for evaluation.
Each model is evaluated five times with different
random seeds on the CoNLL-2003 test set and on
CoNLL++ to obtain the average F1.

In Table 2, we report the percentage change of
F1, calculated as:

∆F1 =
F1

CoNLL++ − F1
CoNLL-2003

F1CoNLL-2003 × 100

5Implementation from Reiss et al. (2021)
6Implementation from Jie (2020)
7Implementation from Kanakarajan (2019)
8Implementation from Reimers and Gurevych (2017)

where F1
CoNLL++ and F1

CoNLL-2003 are the F1 scores
on the CoNLL++ and CoNLL-2003 test sets respec-
tively. The results are visualized in Figure 2. Raw
F1 scores are shown in Table 5 in the Appendix
(§ C.1).

4 What Ingredients are Needed for Good
Generalization?

As we can see in Figure 2 and Table 2, different
models have very different generalization. Some
models (e.g. RoBERTa-based models and T53B),
have no performance drop on CoNLL++, whereas
other models’ performances decrease significantly.

In the following sub-sections, we evaluate the
impact of a number of factors on generalization. In
§5, we attempt to disentangle to what extent the ob-
served performance drops on CoNLL++ are caused
by temporal deterioration, or adaptive overfitting.

4.1 Model Size
It has been shown that the size of pre-trained mod-
els affects their performance (Kaplan et al., 2020;
Raffel et al., 2020). This inspired us to investi-
gate the effect of model size on generalization.
We compare the performance of BERT, RoBERTa,
ALBERT and T5 models with different sizes on
CoNLL++ and CoNLL-2003. The results are visu-
alized in Figure 3. Details are available in Table 6
in the Appendix (§ C.2).

We observe, from Table 6, that larger models
perform better on both test sets, but more impor-
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tantly, as illustrated in Figure 3, performance degra-
dation on CoNLL++ diminishes or even disap-
pears as the model size grows. The only exception
is the RoBERTa-based models, whose base-sized
model already achieves comparable performance
on CoNLL++. Figure 3 suggests that larger model
sizes not only increase performance on a static test
set, but also help models generalize better to new
data.

Figure 3: Plot of percentage change in F1 scores (∆F1)
against the number of parameters in log scale. All mod-
els except RoBERTa show an improvement in general-
izability as the model size grows.

It is also informative to look at the individual
trend within each model family. Whereas T5 mod-
els exhibit a linear relationship between the log
number of parameters and ∆F1, the improvement
of ∆F1 for ALBERT models diminishes as the
size grows larger. Additionally, models of similar
sizes do not necessarily exhibit similar general-
ization. For example, BERTBase & RoBERTaBase
(∼100M), ALBERTXXLarge & T5Base (∼220M) and
BERTLarge & RoBERTaLarge (∼300M) all have sim-
ilar sizes, but the performance changes within each
pair are very different.

Both RoBERTaLarge and T53B achieve a per-
formance increase of ∼0.6%, but the number
of parameters of T53B is ∼10 times of that of
RoBERTaLarge. This shows that the generalizability
of model is also affected by factors other than the
size of the model, but with the same architectures,
larger models tend to generalize better.

4.2 Model Architecture
Based on the results from Table 2, we also observe
that model architecture has a significant impact
on generalizability. Most BERT, RoBERTa and
T5 models have a small performance drop (less
than 4% F1) on CoNLL++. The performances
of RoBERTaLarge, news-RoBERTaBase, LUKE and
LongformerBase improved slightly on CoNLL++.
The fact that most Transformer-based models
achieve higher rankings in CoNLL++ also confirms
that pre-trained Transformers generalize better to
new data.

BiLSTM models with Flair and ELMo em-
beddings, despite performing exceptionally on
CoNLL-2003, show larger performance drops on
CoNLL++ (5-6% F1), and the performance of BiL-
STM+GloVe models drops even more significantly
(greater than 6% F1). Such results show a clear
trend that Transformer-based models generalize
better to new data.

4.3 Number of Fine-Tuning Examples
The generalizability of a model may also be
affected by the size of the fine-tuning dataset.
We conduct experiments varying the number of
CoNLL-2003 training examples used for fine-
tuning from 10% to 100%. The fine-tuning is done
with RoBERTaBase and Flair embeddings using the
same experimental setup as in Section 3. We plot
the percentage change in F1 against the percentage
of training examples in Fig 4.

Figure 4: Plot of change in F1 scores (∆F1) against the
percentage of CoNLL-2003 training data used for fine-
tuning. Both RoBERTaBase and Flair show improved
generalization as we use more training examples, al-
though Flair shows a more pronounced improvement.

Both RoBERTaBase and Flair embeddings show
improved generalization as we use more training
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examples. However, this improvement is more
pronounced for Flair than RoBERTaBase. Even
with 10% of the training data, RoBERTaBase al-
ready shows a positive change in F1 scores, and
increasing the amount of training data to 100%
only improves the change by an absolute value of
1%. In contrast, increasing the amount of training
data from 10% to just 20% can already improve
∆F1 by 2% for Flair.

The empirical evidence supports our hypothesis
that having more training examples can improve
the generalizability of the model, but such effect
may vary across different models. RoBERTa-based
models generalize well to new data even when
only a small amount of fine-tuning data is avail-
able, whereas Flair benefits much more from hav-
ing more fine-tuning data.

5 What Causes the Performance Drop
Observed for Some Models?

Models in Table 2 show different levels of per-
formance drop, or sometimes performance gain,
on CoNLL++ compared to the CoNLL-2003 test
set, and it is not entirely clear what causes this
difference. We hypothesize two potential causes,
namely adaptive overfitting (§ 5.1) and temporal
drift (§ 5.2). In this section, we investigate each of
these potential causes.

5.1 Adaptive Overfitting
We first investigate if the performance drop is
caused by adaptive overfitting of models developed
over the past 20 years. Roelofs et al. (2019) de-
fined adaptive overfitting as the overfitting caused
by reusing the same test set (test reuse). Recht
et al. (2019) studied this phenomenon in the con-
text of ImageNet by measuring to what extent can
the improvement on the old test set translate to im-
provement on the new test set (diminishing return).
We analyze both effects to conclude the presence
of adaptive overfitting.

5.1.1 Diminishing Return
Following Recht et al. (2019), we measure the di-
minishing return on the CoNLL++ test set. Di-
minishing return measures if the improvement on
CoNLL-2003 test set, gained by the continuous
effort of developing NER taggers over 20 years,
translates to smaller (diminishing) improvement on
CoNLL++.

We fit a line to the data points in Figure 2, and
then calculate its slope. A slope greater than 1

indicates that every unit of improvement on the
CoNLL-2003 test set by the development of models
translates to more than one unit of improvement
on CoNLL++, i.e. there is no diminishing return.
We measure the slope to be 2.729 > 1, indicating
that we have not found any diminishing return on
CoNLL++, and therefore no adaptive overfitting
caused by the model development over the past two
decades.

5.1.2 Test Reuse
If the models are overfitting to the CoNLL-2003
test set due to test reuse, we should see not only a
performance degradation on CoNLL++, but also a
performance degradation on a test set taken from
the same distribution as the CoNLL-2003 test set.

To obtain a new test set taken from the same dis-
tribution as the CoNLL-2003 test set, we resampled
a new train/dev/test split from the CoNLL-2003
dataset, which we call CoNLL-2003’. Each split
contains the same number of articles as its corre-
sponding split in the CoNLL-2003 dataset. The
“new” test set is thus certain to come from the same
distribution as the original CoNLL-2003 test. We
train and evaluate models on CoNLL-2003’ with
the same experimental setup as in Section 3, and
report the results in Table 3.

Name CoNLL++
∆F1 (%)

CoNLL-2003’
∆F1 (%)

BiLSTM-CRF -20.25 +2.53
BiLSTM-CNN -15.09 +1.75
SciBERT -8.94 -0.09
BiLSTM-CNN-CRF -6.52 +2.95
BiLSTM-CRF-ELMo -5.72 +1.58
Flair -5.57 +0.76
Pooled Flair -4.65 +1.60
mBERT -4.22 +2.80
GigaBERT -3.90 +1.75
ALBERTBase -3.61 +2.36
BERTLarge -2.01 +0.47
XLM-RoBERTaBase -0.90 -1.52
T5Large -0.59 +2.65
RoBERTaLarge +0.64 +0.38
LongformerBase +1.00 +2.44
news-RoBERTaBase +1.06 +1.90
Luke +1.10 +1.87

Table 3: Comparison between the performance change
on CoNLL++ and CoNLL-2003’ test sets. The table
shows clearly that the performances of most models are
not degrading because of test reuse. Detailed results
can be found in Table 10 in Appendix C.5.

We only observe SciBERT and XLM-
RoBERTaLarge models performing slightly worse
on the CoNLL-2003’ test set, while all other mod-
els appear to perform better. Most models suffering
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from performance degradation on the CoNLL++
also perform better on the CoNLL-2003’ test set.
This provides evidence that individual models are
not overfitting to the CoNLL-2003 test set.

Based on our results above, the performance
degradation on the CoNLL++ is likely not caused
by overfitting on CoNLL-2003. Rather, it is more
likely caused by temporal drift, which we discuss
in the next section.

5.2 Temporal Drift

Temporal drift refers to the performance degrada-
tion of a model on the downstream task caused by
the temporal difference between the train and test
data. Prior work has shown that the performance
on NER is affected by temporal drift. For example,
Rijhwani and Preotiuc-Pietro (2020) showed that
the performance of GloVe and Flair embeddings on
NER degrades when the test data is more tempo-
rally distant from the train data of the downstream
task. Agarwal and Nenkova (2022) also reported
the same observation on GloVe embeddings.

In this section, we use the same term “temporal
drift” but refer to the deterioration of generaliza-
tion of models caused by the temporal difference
between the pre-training corpus of their word em-
beddings and the test data of the downstream task.
We hypothesize that generalization is largely af-
fected by such temporal drift. We conduct experi-
ments on Flair and ELMo, as well as on RoBERTa.

5.2.1 Temporal Drift in Flair and ELMo
We first investigate if bringing the pre-training
corpora of Flair and ELMo closer to the test set
can improve their generalizability. We notice that
both embeddings were trained on 1B Benchmark
(Chelba et al., 2014). This corpus was collected
from WMT11 (Callison-Burch et al., 2011) En-
glish monolingual data, which is largely comprised
of news data between 2007-2011. We hypothe-
size that pre-training these embeddings on a more
recent corpus, e.g. REALNEWS corpus (Zellers
et al., 2019) which contains news articles from
2016-2019, will improve their generalizability.

To control the experiment, we randomly sample
1 billion tokens of data from REALNEWS. We train
Flair embeddings following the same procedure
detailed in Akbik et al. (2018) to obtain both the
forward and backward embeddings. Our embed-
dings achieve character level perplexity on the test
set of 2.45 for the forward embeddings and 2.46
for the backward embeddings, comparable to 2.42

Name CoNLL-2003 CoNLL++ ∆F1 (%)
Flair 92.460.14 87.310.69 -5.57
FlairRN 90.910.22 88.460.69 -2.69
Pooled Flair 93.150.24 88.820.60 -4.65
Pooled FlairRN 92.980.14 89.730.27 -3.50
ELMo 92.360.10 87.080.39 -5.72
ELMoRN 92.110.07 90.790.50 -1.43

Table 4: Percentage change in F1 scores (∆F1) on
CoNLL++ of Flair and ELMo embeddings when pre-
trained on 1B Benchmark vs on REALNEWS cor-
pus. Pre-training on REALNEWS, which is temporally
closer to CoNLL++, improves the generalization of
Flair and ELMo embeddings.

reported in Akbik et al. (2018). Similarly, we train
ELMo embeddings following Peters et al. (2018),
which achieves a perplexity of 40.07 on the test
set, comparable to 39.7 reported. We use the same
training scripts and hyperparameters as our exper-
iments in Section 4.2 for Flair, Pooled Flair and
ELMo. The newly trained models are dubbed as
FlairRN, Pooled FlairRN and ELMoRN.

It is clearly shown in Table 4 that having the
training corpus for Flair and ELMo embeddings
temporally closer to the CoNLL++ test set im-
proves generalization. Notably, the performance
gap for ELMo is reduced to -1.43%, better than that
of BERTLarge (-2.01%). The improvements in gen-
eralization are attributed to the performance drops
on the CoNLL-2003 test set and improvements on
CoNLL++.

This provides evidence that the generalizability
of the LSTM-based contextualized word embed-
dings is affected by temporal drift. However, even
temporally closer data, these models still suffer
from performance drops. This suggests that other
ingredients, such as model architecture (§ 4.2), are
still needed for a good generalization.

5.2.2 Temporal Drift in RoBERTa

Because pre-training a transformer model from
scratch is expensive, we continue pre-training from
the RoBERTaBase checkpoint, leveraging the find-
ings from Gururangan et al. (2020) that models
learn to adapt to the distribution of the new corpora
with continued pre-training.

We use the WMT20 English dataset (Barrault
et al., 2019), consisting of English news data from
2007 to 2021. To avoid temporal overlap, we only
use data from 2007 to 2019 as the pre-training
corpora. The data are divided by year, and we pre-
process the data such that the number of tokens per
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year is the same. We train the RoBERTaBase model
for 3 epochs with the masked language modeling
(MLM) objective. Checkpoints from each year are
then fine-tuned on the CoNLL-2003 dataset, with
the same experimental setup described in Section 3.
We evaluate the models on the CoNLL-2003 test
set and CoNLL++, and plot the results in Figure 5.
Detailed performances are reported in Table 9 in
the Appendix (§ C.4).

Figure 5: Plot of ∆F1 scores against the year of data
used for RoBERTa pre-training. The upward trend, in-
dicated by the dashed best-fit line, shows that the gen-
eralization improves as the pre-training corpora used is
temporally closer to CoNLL++.

The results show a clear trend of performance
degradation when the pre-training corpora is tempo-
rally distant from the test set. When the pre-training
corpus is more recent, it becomes temporally closer
to CoNLL++, leading to better CoNLL++ perfor-
mance, and hence better generalization. In Figure 5,
the ∆F1 shows an upward trend with a correlation
coefficients of 0.55, indicating a moderate positive
correlation between generalization and the year of
the pre-training corpora. This suggests that gener-
alization is affected by the effect of temporal drift.
This explains the better generalizability of models
such as LUKELarge and T53B, pre-trained on tempo-
rally closer data to the CoNLL++ test set, showing
that temporal drift is the main driving factor for the
different levels of generalization.

6 Related Work

How well pre-trained LMs adapt to data from fu-
ture time periods has undergone extensive study.
Temporal degradation has been found to be a chal-
lenge for many tasks, including language model-
ing (Lazaridou et al., 2021), NER (Augenstein

et al., 2017; Agarwal and Nenkova, 2022; Rijh-
wani and Preotiuc-Pietro, 2020; Ushio et al., 2022),
QA (Dhingra et al., 2022), entity linking (Zaporo-
jets et al., 2022), and others (Luu et al., 2022;
Amba Hombaiah et al., 2021). All of this work
has found that the performance of LMs degrades as
the temporal distance between the training data and
the test data increases, sometimes called “temporal
misalignment” (Luu et al., 2022). In contrast to
the prior work, we study performance deterioration
on a dataset that has been heavily used to develop
NER models over a period of 20 years, and con-
duct extensive experiments that aim to disentangle
the effects of aging training sets from those due to
heavy test reuse.

Most closely related to our work is Agarwal and
Nenkova (2022), who analyzed a recently created
Twitter NER dataset (Rijhwani and Preotiuc-Pietro,
2020) over the period 2014-2019, and found no
performance deterioration when using RoBERTa-
based representations. We build on this line of
work by carefully measuring performance dete-
rioration of models trained on the CoNLL-2003
dataset when evaluated on modern data. We ana-
lyze which factors are necessary for an NER model
trained on a 20-year-old dataset to generalize well
to modern data. Furthermore, the large 20-year gap
helps us focus on not only temporal deterioration,
but also if the extensive test reuse leads to adaptive
overfitting. We present evidence in support of the
hypothesis that most performance degradation is
due to temporal drift and not adaptive overfitting.

Prior work has attempted to mitigate temporal
degradation, mostly through continuously updating
LMs with new data (Jang et al., 2022; Jin et al.,
2022; Loureiro et al., 2022). Luu et al. (2022) ex-
plored this idea but found that temporal adaptation
is not as effective as fine-tuning on the data from
whose time period the dataset is drawn. In addition,
catastrophic forgetting (Robins, 1995) can also be
a problem when updating the LMs. Jin et al. (2022)
found that applying knowledge distillation (Hinton
et al., 2015) based approaches to continual learning
can mitigate catastrophic forgetting, while improv-
ing the temporal generalization of LMs. Dhingra
et al. (2022) proposed to train the LMs with an
additional temporal objective by conditioning on
the year of data, and found that this effectively mit-
igated catastrophic forgetting. Jang et al. (2022)
created a lifelong benchmark for continuous train-
ing and evaluating LMs.
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7 Conclusion and Future Directons

In this paper, we evaluate the generalization of
NER models using CoNLL++, a CoNLL-style an-
notated NER test dataset with data from 2020. We
conduct experiments on more than 20 models and
find that models exhibit different generalizability.

Surprisingly, we find that generalizability is not
affected by adaptive overfitting, but rather by tem-
poral drift. To achieve better generalization, we
need the combination of four factors: a modern
transformer-based architecture, a large number of
parameters, a large amount of fine-tuning data and a
temporally closer pre-training corpus to the test set.
We find that our progress on developping NER tag-
gers is largely successful, showing not only good
performance on individual test set but also good
generalization on new data. This allows CoNLL-
2003 taggers to still work in 2023.

Future research can focus on ways to mitigate
temporal drift. Investigation on attributes of pre-
training or fine-tuning corpora that causes temporal
drift, such as change of entities mentioned, dif-
ferent usage of language, etc., can also shed light
on the more specific impacts from temporal drift,
thereby inspiring new and better ways to mitigate
it.

We hope that our work provides insights on fac-
tors affecting generalization and how to mitigate
the negative impact, and calls for more research
on this everlasting problem of generalization in the
NLP community.

8 Limitations

Our analysis on temporal drift (§ 5.2) was limited
by the fact that the developer of many models in
our study did not release the exact time period of
the pre-training corpora used. Additionally, mod-
els such as BERT and RoBERTa were pre-trained
on corpora that could be potentially be temporally
close to the CoNLL++ test set.

In the section on test reuse (§ 5.1.2), due to a lim-
ited compute budget, we were only able to conduct
this experiment on a single new train/dev/test split,
so it is possible that the new split happens to be eas-
ier than the mean of the distribution. However, our
experiments still provide additional evidence mod-
els are not overfitting the original CoNLL-2003 test
set.

It is worth noting that when using older models
trained on the CoNLL-2003 dataset, one additional
reason for the performance degradation, especially

in real-world deployment, is that the data used to
evaluate the models can be out-of-domain. In our
experiments, we attemped to control the domain of
the test data on which the models were evaluated
to assess other factors for performance degradation.
However, we acknowledge that in reality, model
performance can be affected by factors such as
the emerging text types (e.g. Twitter did not exist
when CoNLL-2003 NER task was created), which
leads to changes in domain, and therefore affects
the generalizability of the models.

We acknowledge that having CoNLL++ will not
resolve the problem of generalization to modern
data. As new data keep emerging, there will always
be the question of how well NER models general-
ize to that new data. We hope that our paper will
encourage researchers in the NLP community to
continuously annotate new test set to study this
problem, so that we ensure the robustness and gen-
eralizability of models.
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Appendix

A Tabular Data in CoNLL-2003

We found a significant amount of documents in the
CoNLL-2003 test set that list the outcomes of var-
ious sports events, which contributes to the larger
proportion of named entities in Table 1. These
documents appear as though they may have been
intended for display on news tickers.9 We present
an example below.

SOCCER SHOWCASE-BETTING ON
REAL MADRID V BARCELONA .
MADRID 1996-12-06
William Hill betting on Saturday ’s
Spanish first division match between Real
Madrid and Barcelona :
To win : 6-5 Real Madrid ; 7-4 Barcelona
Draw : 9-4
Correct score :
Real Madrid to win Barcelona to win
1-0 13-2 1-0 15-2
2-0 9-1 2-0 12-1
2-1 8-1 2-1 10-1
3-0 20-1 3-0 28-1
3-1 16-1 3-1 22-1
3-2 25-1 3-2 25-1
4-0 50-1 4-0 100-1
4-1 40-1 4-1 80-1
4-2 50-1 4-2 80-1
Draw :
0-0 8-1
1-1 11-2
2-2 14-1
3-3 50-1
Double result :
half-time full-time
5-2 Real Madrid Real Madrid
14-1 Real Madrid Draw
28-1 Real Madrid Barcelona
5-1 Draw Real Madrid
4-1 Draw Draw
11-2 Draw Barcelona
25-1 Barcelona Real Madrid
14-1 Barcelona Draw
4-1 Barcelona Barcelona
First goalscorer of match :
Real Madrid Barcelona
9-2 Davor Suker 9-2 Ronaldo

9https://en.wikipedia.org/wiki/News_ticker
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5-1 Pedrag Mijatovic 7-1 Luis Figo
7-1 Raul Gonzalez 7-1 Juan Pizzi
12-1 Fernando Redondo 9-1 Giovanni
14-1 Victor Sanchez 12-1 Guillermo
Amor
16-1 Jose Amavisca 14-1 Roger Garcia
16-1 Manolo Sanchis 14-1 Gheorghe
Popescu
16-1 Roberto Carlos 16-1
JosepGuardiola
20-1 Fernando Hierro 20-1 Ivan de
laPena
20-1 Luis Milla 25-1 Luis
Enrique
33-1 Fernando Sanz 25-1
AbelardoFernandez
40-1 Carlos Secretario 28-1 Sergi Barjuan
40-1 Rafael Alkorta 33-1 Albert
Ferrer
40-1 Chendo Porlan 33-1 Miguel Nadal
40-1
Laurent Blanc

Being one of the 231 articles (0.43%) in
the CoNLL-2003 test set, this article contains
59 (1.04%) named entities, including 23 ORG
(1.38%), 34 PER (2.10%), 1 LOC and 1 MISC.
We counted that there are in total 71 (30.7%) such
files which contribute to 872 ORG (52.5%), 889
PER (55.0%), 657 LOC (39.4%) and 159 MISC
(22.6%).

Additionally, as each line is considered to be a
sentence in CoNLL-2003 dataset (separated by an
empty line in the original format), and as items
by spaces are considered to be tokens, this also
demonstrates why the average token per sentence
is much lower in CoNLL-2003 than in CoNLL++.
The tabular data contains much shorter sentences
in plethora, which significantly lowers the average
token per sentence.

B Hyperparameter Search

In this section, we include the details on how
we conducted the hyperparameter search for the
transformer-based models. We trained most mod-
els with different sets of hyperparameters for 10
epochs and save the checkpoints that achieved the
highest dev F1 score. For each model, we compare
performance on the dev set of checkpoints trained
with different hyperparameters and select the set of
hyperparameters with the best performance.

We tuned the learning rate and batch sizes for
all models. If the instructions on how to tune the
hyperparameters for a model are stated in its pub-
lication, we followed the instructions as closely
as possible. Otherwise, we would tune the model
using a default set of hyperparameters, where learn-
ing_rate = {1e-5, 2e-5, 3e-5, 5e-5} and batch_size
= {8, 16, 32}. Here we only list models for which
we did not use the default set of hyperparameters.

• ALBERT:

– learning_rate = {1e-5, 2e-5, 3e-5, 5e-5}
– batch_size = {16, 32, 48, 128}

• GigaBERT:

– learning_rate = {1e-5, 2e-5, 5e-5, 1e-4}
– batch_size = {4, 8, 16, 32}

• Longformer:

– learning_rate = {1e-5, 2e-5, 3e-5, 5e-5}
– batch_size = {16, 32}
– total_num_epoch = 15

• news_roberta_base:

– learning_rate = {1e-5, 2e-5, 3e-5}
– batch_size = {16, 32}

• XLM-RoBERTa:

– learning_rate = {1e-5, 2e-5, 3e-5, 5e-5}
– batch_size = {16, 32}

• T5:

– learning_rate = {2e-5, 3e-5, 5e-5, 1e-4}
– batch_size = {4, 8}

C Detailed Results

In this section, we include all the performance
statistics.

C.1 CoNLL-2003 vs CoNLL++
Table 5 shows the performance statistics of all mod-
els on the CoNLL++ and CoNLL-2003 test sets.

C.2 Model Size
Table 6 includes the results from Section 4.1,
showing the performance statistics of BERT-based,
ALBERT-based, RoBERTa-based, and T5-based
models with various sizes on the CoNLL-2003 and
CoNLL++ test set. One side note is that our re-
sults also confirms the previous findings that the
performance on a downstream task has a positive
correlation with the model size.
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Name CoNLL-2003 CoNLL++ ∆F1 (%)
BiLSTM-CRF 91.000.18 72.572.78 -20.25
BiLSTM-CNN 89.020.09 75.590.66 -15.09
Stanford NLP 88.28 76.58 -13.25
SciBERT 87.050.91 79.271.43 -8.94
BiLSTM-CNN-CRF 90.250.22 84.370.49 -6.52
BiLSTM-CRF-ELMo 92.360.10 87.080.39 -5.72
Flair 92.460.14 87.310.69 -5.57
Stanza 91.50 86.75 -5.19
Pooled Flair 93.150.24 88.820.60 -4.65
mBERT 91.060.42 87.220.56 -4.22
GigaBERT 91.350.27 87.790.37 -3.90
ALBERTBase 89.530.23 86.300.39 -3.61
BERTLarge 91.770.20 89.930.74 -2.01
XLM-RoBERTaBase 91.040.53 90.220.77 -0.90
T5Large 91.930.32 91.390.75 -0.59
RoBERTaLarge 92.710.21 93.300.24 +0.64
LongformerBase 91.780.47 92.700.16 +1.00
news-RoBERTaBase 91.810.55 92.780.40 +1.06
Luke 94.250.21 95.290.37 +1.10

Table 5: Detailed performances of the models on the
CoNLL-2003 test set and the CoNLL++ test set, ranked
by the ∆F1. The performances are F1 scores calculated
by taking the average over five runs and the standard
deviations are presented in subscripts. The best results
are highlighted in bold.

Name # Parameters CoNLL-2003 CoNLL++ ∆F1 (%)
BERTBase 108M 91.380.33 87.730.51 -3.99
BERTLarge 334M 91.770.20 89.930.74 -2.01
RoBERTaBase 123M 92.080.22 93.130.31 +1.14
RoBERTaLarge 354M 92.710.21 93.300.24 +0.64
ALBERTBase 12M 89.530.23 86.300.39 -3.61
ALBERTLarge 18M 90.460.21 87.440.47 -3.34
ALBERTXLarge 60M 90.800.17 88.571.03 -2.46
ALBERTXXLarge 235M 91.690.33 89.650.23 -2.22
T5Small 60M 88.940.32 86.360.08 -2.90
T5Base 220M 91.550.27 90.050.45 -1.64
T5Large 770M 91.930.32 91.390.75 -0.59
T53B 3B 92.590.32 93.210.09 +0.67

Table 6: Performances of the models of different sizes
on the CoNLL-2003 test set and the CoNLL++ test set.
The performances are F1 scores calculated by taking
the average over five runs and the standard deviations
are presented in subscripts.

C.3 Number of Fine-Tuning Examples
Table 7 and Table 8 show the results from Sec-
tion 4.3 of the RoBERTa-based and Flair-based
models on the two test sets respectively when vary-
ing the number of examples fine-tuned on.

C.4 Temporal Drift
Table 9 show the results from Section 5.2. The
“Year" column indicates the time period from
which the data used for continued pre-training on
RoBERTaBase was used.

C.5 Test Reuse
Table 10 shows the results from Section 5.1.2.

Training
Example CoNLL-2003 CoNLL++ ∆F1 (%)

10% 88.280.38 88.490.67 +0.24
20% 90.230.30 91.080.47 +0.94
30% 90.810.21 91.360.40 +0.61
40% 91.100.12 91.640.48 +0.59
50% 91.420.15 91.760.49 +0.37
60% 91.450.27 91.930.34 +0.52
70% 91.820.10 92.250.34 +0.47
80% 91.980.15 92.970.46 +1.07
90% 92.040.20 92.940.50 +0.98

Table 7: Performances of RoBERTaBase on the CoNLL-
2003 test set and the CoNLL++ test set when varying
the percentage of training examples used. The perfor-
mances are F1 scores calculated by taking the average
over five runs and the standard deviations are presented
in subscripts.

Training
Example CoNLL-2003 CoNLL++ ∆F1 (%)

10% 86.900.15 79.110.53 -8.96
20% 88.420.45 82.260.67 -6.96
30% 89.040.24 83.170.71 -6.59
40% 89.740.11 83.980.49 -6.43
50% 90.150.13 84.470.26 -6.30
60% 90.400.28 84.640.74 -6.38
70% 90.620.16 85.080.83 -6.11
80% 90.680.16 85.390.62 -5.83
90% 90.840.17 85.440.46 -5.94

Table 8: Performances of Flair on the CoNLL-2003 test
set and the CoNLL++ test set when varying the percent-
age of training examples used.

Year CoNLL-2003 CoNLL++ ∆F1 (%)
2007 91.960.44 92.850.31 +0.97
2008 91.880.09 92.690.17 +0.88
2009 92.240.17 93.100.11 +0.87
2010 91.920.25 93.100.41 +1.28
2011 92.070.35 92.950.15 +0.96
2012 92.070.34 92.770.33 +0.76
2013 91.870.23 92.840.27 +1.05
2014 92.010.32 92.890.21 +0.96
2015 91.950.29 92.920.63 +0.99
2016 91.980.23 92.920.26 +1.02
2017 91.930.13 92.930.18 +1.08
2018 91.890.38 92.930.44 +1.13
2019 91.800.29 93.250.44 +1.58

Table 9: Performances of differnt checkpoints ob-
tained by continued pre-training RoBERTaBase with
data from different years on the CoNLL-2003 test set
and CoNLL++.

8268



Name CoNLL-2003 CoNLL-2003’ ∆F1 (%)
BiLSTM-CRF 91.000.18 93.300.19 +2.53
BiLSTM-CNN 89.020.09 90.580.57 +1.75
SciBERT 87.050.91 86.970.84 -0.09
BiLSTM-CNN-CRF 90.250.22 92.610.29 +2.95
BiLSTM-CRF-ELMo 92.360.10 93.820.07 +1.58
Flair 92.460.14 93.160.13 +0.76
Pooled Flair 93.150.24 94.640.09 +1.60
mBERT 91.060.42 93.610.33 +2.80
GigaBERT 91.350.27 92.950.84 +1.75
ALBERTBase 89.530.23 91.640.17 +2.36
BERTLarge 91.770.20 92.200.85 +0.47
XLM-RoBERTaBase 91.040.53 89.669.42 -1.52
T5Large 91.930.32 94.370.32 +2.65
RoBERTaLarge 92.710.21 93.060.63 +0.38
LongformerBase 91.780.47 94.020.48 +2.44
news-RoBERTaBase 91.810.55 93.550.23 +1.90
Luke 94.250.21 96.010.15 +1.87

Table 10: Detailed F1 scores of the models on the
CoNLL-2003 and the CoNLL-2003’ test set.
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