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Abstract

Text-based reinforcement learning agents have
predominantly been neural network-based mod-
els with embeddings-based representation,
learning uninterpretable policies that often do
not generalize well to unseen games. On the
other hand, neuro-symbolic methods, specifi-
cally those that leverage an intermediate formal
representation, are gaining significant attention
in language understanding tasks. This is be-
cause of their advantages ranging from inher-
ent interpretability, the lesser requirement of
training data, and being generalizable in scenar-
ios with unseen data. Therefore, in this paper,
we propose a modular, NEuro-Symbolic Tex-
tual Agent (NESTA) that combines a generic
semantic parser with a rule induction system
to learn abstract interpretable rules as poli-
cies. Our experiments on established text-
based game benchmarks show that the pro-
posed NESTA method outperforms deep rein-
forcement learning-based techniques by achiev-
ing better generalization to unseen test games
and learning from fewer training interactions.

1 Introduction

Text-based games (TBGs) (Côté et al., 2018)
serve as popular sandbox environments for evaluat-
ing natural language-based reinforcement learning.
The agent observes the state of the game in pure
text and issues a textual command to interact with
the environment. TBGs are partially observable
where the full state of the world is hidden and ac-
tion commands facilitate the agent to explore the
unobserved parts of the environment. The reward
signal from the environment is used to improve the
agent’s policy and make progress in the game.

Text-based games sit at the intersection of two
research areas, i.e., language understanding and
reinforcement learning. Existing RL agents for
TBGs primarily use embeddings for observation
as representations and are fed to an action scorer
for predicting the next action (Narasimhan et al.,
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Figure 1: Our proposed NESTA model learns inter-
pretable action rules as policy using ILP and outper-
forms SOTA deep RL methods on TBGs.

2015a; Yuan et al., 2019; He et al., 2016), ignoring
the advances in language understanding. On the
other hand, there has been a recent surge in neuro-
symbolic techniques, particularly those that use
symbolic representations, for better language un-
derstanding (Lu et al., 2021; Kapanipathi et al.,
2021) through reasoning. In light of exploring
such advances for text-based reinforcement learn-
ing, this work proposes a neuro-symbolic approach.
Our approach, named NESTA (NEuro Symbolic
Textual Agent) is a modular approach comprising a
generic semantic parser in combination with a sym-
bolic rule induction system as shown in Figure 1.
The semantic parser translates text into the form
of symbolic triples. NESTA uses Abstract Mean-
ing Representation (Banarescu et al., 2013) as the
initial parse which is then transformed into triples.
This symbolic representation is used by an adapta-
tion of the Inductive Logic Programming (ILP) sys-
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tem using Logical Neural Networks (Riegel et al.,
2020) for learning horn clauses as action rules.

NESTA, in comparison to other end-to-end learn-
ing approaches, has the following advantages: (a)
modular language understanding using pre-trained
large language models enabling our system to lever-
age the advances in semantic parsing. While such
modular semantic parsing-based techniques have
been around for other NLP tasks such as reading
comprehension (Mitra and Baral, 2016; Galitsky,
2020), knowledge base question answering (Ka-
panipathi et al., 2021), and natural language infer-
ence (Lien and Kouylekov, 2015), this work is the
first to demonstrate the application for TBGs ; (b)
learning symbolic rules for model-free RL using
a neuro-symbolic framework facilitates inherent
interpretability and generalizability to unseen situ-
ations (Ma et al., 2021; Jiang and Luo, 2019; Dong
et al., 2019). The rules learned by NESTA are
abstract and not specific to entities in the training
data. These abstract action rules in policies for
TBGs enable reasoning over unseen entities during
training.

Our main contributions in this work are: (1)
We propose a novel and modular neuro-symbolic
agent named NESTA. To the best of our knowledge,
NESTA is the first to use a generic semantic parser
with a rule learning system for TBGs, (2) Our em-
pirical analysis of commonsense-aware textworld
games shows that NESTA outperforms deep RL
methods by a significant margin. We also show
that NESTA has better sample efficiency compared
to traditional text-based RL agents obtaining better
test performance with up to 5× lesser training inter-
actions, and (3) Our method produces interpretable
abstract rules from the rule induction system.

2 NEuro-Symbolic Textual Agent

Text-based RL agents for TBGs interact with the
environment using text-only action commands and
obtain feedback solely as textual observations. As
the agent does not have access to global state in-
formation, it is modeled as a Partially Observable
Markov Decision Process (POMDP) (Kaelbling
et al., 1998) represented as (S,A, T , R,Ω,O),
where (S,A, T , R) represent a Markov Decision
Process. Ω represents the finite set of all observa-
tions, and O represents the observation function
representing the conditional distribution over obser-
vations for a given action and next state. The goal
of the agent is to learn optimal action probabilities

at each step such that the expected future reward is
maximized.

We present NEuro-Symbolic Textual Agent
(NESTA), a modular approach for TBGs. Figure 1
illustrates the overview of NESTA which comprises
of three primary components: (a) Semantic Parser,
which extracts symbolic representation of the text
using AMR as the generic semantic representation,
(b) Rule Learner, an ILP-based rule induction mod-
ule, which learns logical rules that abstract out the
entities in the games, making these rules generally
applicable to test games containing unseen entities,
and (c) Pruner, that reduces the amount of branch-
ing factor at each step by pruning actions that do
not contribute to the expected future reward. Below,
we describe these components in detail.

2.1 Semantic Parser: Text to symbolic triples
using AMR

The first step in NESTA is to translate the text into
symbolic representation. To this end, inspired by
works that address different NLP tasks (Kapani-
pathi et al., 2021; Galitsky, 2020; Mitra and Baral,
2016), we use an AMR parser as a generic semantic
parser. The use of a generic semantic parse such
as AMR allows the system to benefit from inde-
pendent advances in AMR research. For example,
the performance of AMR has improved in Smatch
score (Cai and Knight, 2013) from 70.9 (Van No-
ord and Bos, 2017) to 86.7 (Lee et al., 2022) on
LDC2017T10 in the last few years due to advances
in large language models. The AMRs are subse-
quently transformed into a symbolic form using a
deterministic AMR-to-triples approach.

Abstract Meaning Representation (AMR):
AMR parsing produces rooted, directed acyclic
graphs from the input sentences, where each node
represents concepts from propbank frames (Kings-
bury and Palmer, 2002) or entities from the text.
The edges represent the arguments for the seman-
tic frames. Fig. 2 shows the AMR graph gen-
erated from the sentence “There is a brown golf
shoe and a blue moccasin on the cabinet.”. The
resultant AMR graph is rooted at the propbank
frame be-located-at-91 with ARG1 and ARG2
edges leading to its children. The other parts of the
graph are used to describe the entities for “brown
golf shoe” and “blue moccasin”. We use Struct-
BART (Zhou et al., 2021) for parsing a text to
AMR.

AMR-to-triples: We design an AMR-to-triples
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… You see an open
pedal bin. There is a
brown golf shoe and a
blue moccasin in the
cabinet. You are carrying
a wet tissue.
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go(𝑥) :- direction 𝑥

take(brown golf shoes)
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the cabinet : 0.0

close pedal bin: 0.0

put(wet tissue, pedal bin)
Invoke: put(𝑥, 𝑦) :- carry 𝑥 ∧	atlocation 𝑥, 𝑦

Assign: 𝑥 =wet tissue, 𝑦 =pedal bin

Match: (1) carry (wet tissue) 
(2) atlocation ([wet] tissue, [pedal] bin) True
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Figure 2: Overview of our method for neuro-symbolic reasoning. Our methods first extract symbolic facts from the
surface text observations. During training, NESTA learns first-order lifted rules based on the reward signals. The
learned rules are then used for obtaining the action probabilities.

module to extract a set of symbolic facts consist-
ing of generic domain-agnostic predicates from
the AMR semantic representation. Fig. 2 shows
the extraction of facts from AMR. The AMR-to-
triples module performs a set of graph operations
to extract propbank nodes as the predicates and the
children entities as the arguments. In the example,
the two operands of the “and” node are converted
into two symbolic facts with be-located-at pred-
icate with two separate entities of “brown golf shoe”
and “blue moccasins”. We convert the symbolic
facts to unary predicates. For example, we convert
the be-located-at predicate with two arguments
into single argument facts. These simplifications
result in some loss of representational power but
make the task of rule learning simpler. We also
add the commonsense predicates from conceptnet
subgraph (Speer et al., 2017) provided by the TWC
environment (Murugesan et al., 2020).

2.2 Rule Learner: ILP from Rewards

In order to learn interpretable rules that can be de-
bugged by humans, we use the symbolic represen-
tation obtained from the above step. Such symbolic
rules are learned from reward signals by interact-
ing with the environment. For this purpose, we
use Inductive Logic Programming (ILP) in an RL
setting with the objective of expected future reward
maximization. We use Logical Neural Networks
(LNN) as the differentiable rule learning engine.

Logical Neural Networks: LNN (Riegel et al.,
2020) proposes a differentiable rule learning frame-
work that retains the benefits of both neural net-
works and symbolic learners. It proposes a logi-

cal neuron that has the core properties of gradient-
based learning similar to a standard neuron but adds
logic-aware forward functions and constrained op-
timization making it suitable for logical operations.
This can be illustrated on 2-input logical conjunc-
tion (AND) neuron with (x, y) as two logical in-
puts to the conjunction node. The LNN conjunction
neuron generalizes the classical AND logic for real-
valued logic by defining a noise threshold (α). The
real-values in [α, 1] and [0, 1− α] signify a logical
high and logical low respectively. To emulate an
AND neuron, LNN uses the standard truth table of
the conjunction (AND) gate to obtain the following
constraints,

f(x, y) ≤ 1− α, ∀x, y ∈ [0, 1− α]

f(x, y) ≤ 1− α, ∀x ∈ [0, 1− α], y ∈ [α, 1]

f(x, y) ≤ 1− α, ∀x ∈ [α, 1], y ∈ [0, 1− α]

f(x, y) ≥ α, ∀x, y ∈ [α, 1]

.

LNN uses the forward function as the weighted
Łukasiewicz t-norm, f(x, y;β,w1, w2) = β −
w1(1 − x) − w2(1 − y), where β,w1, w2 are the
bias and weights of the inputs. Given a target label,
the weights and biases are tuned to learn the logical
rule that best describes the data.

ILP-based reward maximization: Our ILP rule
learner is based on the LNN rule learning imple-
mentation in Sen et al. (2022). However, our rule-
learning model makes significant modifications to
adapt the previous algorithm for model-free policy
optimization suitable for text-based RL. Consider
the state transition at time step t as (ot, at, rt, ot+1),
where ot represents the textual observation, at is
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the action command that yields the reward rt and
takes the agent to the next state with observation
ot+1. AMR-to-triples semantic parser is used to
obtain the symbolic state st (list of symbolic facts)
from ot as shown in Figure 2. At each step, the
agent has to choose from a set of admissible action
commands which are also converted to their sym-
bolic form. Starting from an initial random policy
π, we sample trajectories τ ∼ π and store the tran-
sitions (st, at, rt, st+1) in a buffer B. We also store
the admissible actions set admt and the discounted
future reward gt =

∑T
k=t γ

k−trk, for each step in
the buffer, where γ is the discount factor.

From the buffer B, we find a set of template
predicates P = {p | p ∈ st, for st ∈ B},
where p ∈ st operation states whether facts with
predicate p exist in the symbolic state st. We
also obtain a set of action predicates A = {a |
a ∈ admt, for admt ∈ B} finding all action pred-
icates in the admissible action set. We initialize
ILP rule learner πa(θ) for each action predicate
a ∈ A. Action predicates for TBGs typically co-
incide with the action verbs. The LNN policy
is formulated as a weighted conjunction opera-
tion over the template predicates P . The likeli-
hood of action a for abstract lifted variables x, y
is given as a conjunction template over the pred-
icate list as follows: unary action likelihood is
given as L(a(x)|st) =

∧
k wkpk(x) and binary ac-

tion likelihood is formulated as L(a(x, y)|st) =∧
k wkpk(x)

∧
mwmqm(x, y). The predicates pk

and qm are 1 and 2 arity predicates in P respec-
tively and

∧
represents the LNN’s logical conjunc-

tion operator. The weights wk and wm constitute
the LNN parameters θ that are updated during train-
ing. At any given step, the likelihood of each action
is normalized over all actions in the admissible ac-
tion set to obtain the action probabilities.

For training the rule learning model πa(θ)
for a specific action a, we only extract transi-
tions from the buffer containing the action a and
store it in a sub-buffer Ba. The model is up-
dated following the policy gradient loss, L =
∇θE(st,gt)∼Ba

log(πa(at = a|st)gt, where the tra-
jectories are sampled from Ba. We assume that πa
gives normalized probabilities for this loss formu-
lation. Therefore, this training procedure yields
separate rules learned for each action predicate.
Figure 2 shows the learned rules for each action.

Generalization under Distribution Shift: Hav-
ing learned the action rules for each action predi-

cate using dedicated ILP models, NESTA uses the
rules for obtaining the action probabilities at each
step. This process consists of three steps: (a) For
each action in the admissible action list, invoke the
learned rule for that action predicate, (b) Assign
the abstract variables with the symbolic action ar-
guments, and (c) Match the symbolic facts using
entity alignment by root noun matching (instead
of an exact match). The probabilities are then ob-
tained by the LNN conjunction node feed-forward
operation based on the current weights. This proce-
dure is also used for sampling during training.

Figure 2 shows the reasoning steps for fixed
weights after training is complete. Since the rules
learned by NESTA abstract out the entities in the
form of lifted variables, human interpretability and
generalization to unseen entities is a natural advan-
tage of our method. In addition to this, since we
modularize language understanding and RL policy
learning into separate modules, our LNN symbolic
learner can solely focus on optimal reward perfor-
mance leading to sample-efficient learning.

2.3 Pruner: Irrelevant Action Pruning by
Look-Ahead

The third module in NESTA, tackles the large ac-
tion space problem in TBGs by removing actions
from the admissible commands that do contribute
to future rewards in the games. A large number
of possible actions at each step can increase the
branching factor of the agent at each step during
the training and testing leading to a combinatori-
ally large search problem. We employ a look-ahead
strategy to find out which actions do not contribute
to future reward accumulation. For example, the
action examine(x) returns the description of the en-
tity x, but does not change the state of the game and
does not contribute to future rewards. However, for
the action take(x), although an immediate reward
is not obtained on execution, it leads to a future
reward when the object x is put in the correct con-
tainer y using the put(x, y) command. Therefore,
the action command of type examine(x) can be
pruned but take(x) is essential and hence cannot
be pruned. This can be computed by looking ahead
from the current step and comparing the future re-
ward if that particular action was removed from the
trajectory.

Due to AMR error propagation and undesirable
credit assignment (for example, examine(x) com-
mand issued just before a rewarded action), the rule
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Easy Medium Hard
Methods Steps Norm. Score Steps Norm. Score Steps Norm. Score

Text 23.83 ± 2.16 0.88 ± 0.04 44.08 ± 0.93 0.60 ± 0.02 49.84 ± 0.38 0.30 ± 0.02
Text+CS 20.59 ± 5.01 0.89 ± 0.06 42.61 ± 0.65 0.62 ± 0.03 48.45 ± 1.13 0.32 ± 0.04
KG-A2C 22.10 ± 2.91 0.86 ± 0.06 41.61 ± 0.37 0.62 ± 0.03 48.00 ± 0.61 0.32 ± 0.00

BiKE 18.27 ± 1.13 0.94 ± 0.02 39.34 ± 0.72 0.64 ± 0.02 47.19 ± 0.64 0.34 ± 0.02
BiKE+ CBR 15.72 ± 1.15 0.95 ± 0.04 35.24 ± 1.22 0.67 ± 0.03 45.21 ± 0.87 0.42 ± 0.04

NESTA 2.40 ± 0.00 1.00 ± 0.00 31.44 ± 2.08 0.80 ± 0.04 42.68 ± 6.01 0.85 ± 0.05
NESTA + OR 3.44 ± 2.08 1.00 ± 0.00 11.76 ± 1.78 0.98 ± 0.03 35.84 ± 7.88 0.85 ± 0.09

Human 2.12 ± 0.00 1.00 ± 0.00 5.33 ± 0.00 1.00 ± 0.00 15.00 ± 0.00 1.00 ± 0.00

Table 1: Proposed NESTA model shows better performance in terms of normalized score and steps to reach the goal
compared to Deep RL methods on unseen TWC in-distribution games.

learner can assign high action probabilities to non-
contributing actions. Therefore, the pruner module
is desirable to remove such action predicates (a)
by evaluating the total reward in action trajectories
with and without the particular action predicate a.
More specifically, for each episodic trajectory, we
remove the action predicates a and re-evaluate the
episodic reward obtained from the environment. If
the average episodic reward in both cases, with and
without removal of a is the same then the action
predicate is not contributing to the future reward.
Therefore, it can be removed from the original ac-
tion predicate set, A to obtain the pruned action set
Apruned for which LNN models are learned.

3 Outlier Rejection in Policy Training

The training samples that NESTA collects from
interacting with the environment can be noisy and
this can affect learning a good policy. There ex-
ists two sources of noise: (a) AMR noise, where
AMR incorrectly parses the surface text resulting
in erroneous identification of entity extraction or
relationships between entities, and (b) RL credit
assignment noise, where discounted reward gives
reward to a suboptimal action taken right before a
correct action. Although symbolic reasoners have
the advantages of learning from fewer data and bet-
ter generalization, they are not robust to noise. We
mitigate the effect of noise in LNN policy training
by using a consensus-based noise rejection method.

Our noise rejection method trains the LNN Pol-
icy on multiple subsets of training data and selects
the model with the smallest training error as the
best model. The multiple subsets of training data
are prepared as follows - for each training subset, a
particular predicate p from the predicate list P is
given priority. We only choose state transitions that
contain the predicate p ensuring that this predicate
will be part of the final learned rule, thus elimi-

nating the source of AMR noise for this predicate
(such a subset is rejected if the number of such
transitions is less than some threshold percentage).
Subsequently, the resulting transitions are sorted by
the discounted reward gt and we only retain the top
first k% of this sorted data as training data. This
encourages action transition with more immediate
average reward gains to constitute the training data.

4 Experimental results

Our experiments are designed to answer these ques-
tions that analyze if NESTA can overcome the
common drawbacks of deep RL methods: (i) Can
NESTA enable better generalization in test envi-
ronments? (ii) Does NESTA improve upon sample
efficiency while still maintaining good reward per-
formance, (iii) Are the rules learned by NESTA,
human interpretable? For comparing the perfor-
mance of various methods, we use the metrics of
normalized score (total reward from the games nor-
malized by maximum reward) and number of steps
to reach the goal (lower is better). Our experiments
were conducted on Ubuntu 18.04 operating system
with NVidia V100 GPUs.

4.1 Environment
We use the textworld commonsense (TWC) envi-
ronment (Murugesan et al., 2020) for empirical
evaluation of our method. The goal here is to clean
up a messy room by placing the objects in the cor-
rect containers. The game provides conceptnet
sub-graphs relating the game entities which are
used as commonsense graphs. TWC provides two
splits of testing games: (i) in-distribution games
that have the same entities as training games but
unseen object-container configuration, and (ii) out-
of-distribution games that use new objects not seen
during training. This provides a systematic frame-
work for measuring generalization in NESTA and
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Easy Medium Hard
Methods Steps Norm. Score Steps Norm. Score Steps Norm. Score

Text 29.90 ± 2.92 0.78 ± 0.02 45.90 ± 0.22 0.55 ± 0.01 50.00 ± 0.00 0.20 ± 0.02
Text+CS 27.74 ± 4.46 0.78 ± 0.07 44.89 ± 1.52 0.58 ± 0.01 50.00 ± 0.00 0.19 ± 0.03
KG-A2C 28.34 ± 3.63 0.80 ± 0.07 43.05 ± 2.52 0.59 ± 0.01 50.00 ± 0.00 0.21 ± 0.00

BiKE 25.59 ± 1.92 0.83 ± 0.01 41.01 ± 1.61 0.61 ± 0.01 50.00 ± 0.00 0.23 ± 0.02
BiKE + CBR 17.15 ± 1.45 0.93 ± 0.03 35.45 ± 1.40 0.67 ± 0.03 45.91 ± 1.32 0.40 ± 0.03

NESTA 2.40 ± 0.00 1.00 ± 0.00 5.56 ± 0.53 1.00 ± 0.00 38.88 ± 3.24 0.94 ± 0.04
NESTA + OR 3.28 ± 1.76 1.00 ± 0.00 3.60 ± 0.00 1.00 ± 0.00 31.40 ± 6.38 0.91 ± 0.05

Human 2.24 ± 0.00 1.00 ± 0.00 4.40 ± 0.00 1.00 ± 0.00 17.67 ± 0.00 1.00 ± 0.00

Table 2: Normalized score and number of steps to reach the final goal for various methods on unseen TWC
out-of-distribution games. NESTA shows large improvements over previous Deep RL methods, especially for hard
games. OR is Outlier Rejection.

other baseline agents for both within-training dis-
tribution and out-of-training distributions. Since
we are focusing on generalization aspects, we do
not use other textworld games (Côté et al., 2018;
Hausknecht et al., 2020) because these environ-
ments primarily focus on the agent’s exploration
strategies and are therefore not suitable to evaluate
the agent’s generalization ability.

4.2 Agents

For baseline agents, we report performance by
these deep RL-based methods: (1) Text-based
agent that uses a GRU network for observation
representation and action scorer units, (2) TWCA-
gent (Text + CS) that uses combined textual and
commonsense embeddings for action scoring, (3)
KG-A2C (Ammanabrolu and Hausknecht, 2020)
that uses extracted knowledge graphs as input, (4)
BiKE (Murugesan et al., 2021) which leverages
graph structures in both textual and commonsense
information and (5) CBR (Atzeni et al., 2021)
which is the SOTA method using case-based rea-
soning for improving generalization in text-based
agents. We did not compare with previous neuro-
symbolic methods (Kimura et al., 2021; Chaud-
hury et al., 2021) because they use a hand-crafted
game-specific predicate design scheme that was
not available for TWC.

4.3 Generalization to Test Games

We evaluate the generalization ability of NESTA on
TWC easy, medium and hard games. Table 1 and
Table 2 shows the performance of baseline and our
agents on in-distribution and out-of-distribution
games, including the human performance from
Murugesan et al. (2020). For the baseline mod-
els, we report scores from Atzeni et al. (2021). For
NESTA, we report the mean of 5 independent runs.

For easy games, NESTA gets a perfect score
outperforming previous games with similar steps
as human performance. For medium and hard
games, NESTA greatly surpasses the SOTA agent
and needs a lesser number of steps for both in-
distribution and out-of-distribution games. For
medium out-of-distribution games, NESTA outper-
forms humans in terms of the number of steps. This
might be due to the fact that during human anno-
tation, the subjects would take a larger number of
steps for the initial few games due to trial-and-error,
thus increasing the average number of steps.

While easy and medium games have a single-
room setting, hard games present a two-room set-
ting where the agent might require picking up an
object in room 1 and putting it in a container in
room 2. This requires learning a complex strategy
especially for generalizing to unseen entities. Our
method NESTA scores significantly higher com-
pared to SOTA on hard games, thus exhibiting the
ability of our method to generalize in complex set-
tings while deep RL methods fail to generalize due
to overfitting the training data. Furthermore, our
outlier rejection model helps improve the number
of steps to reach the goal for both in-distribution
and out-of-distribution games.

4.4 Ablation Results with Action Pruning

To study the effect of our action pruning module on
deep RL agents, we implemented action pruning
on the publicly available TWCAgent code from
Murugesan et al. (2020). We follow the exact same
methodology for TWCAgent that we used for the
NESTA agent. Using the look-ahead method, we
obtain Aretain, the list of action verbs to retain at a
specific episode (episode num 10 for this result).
For all subsequent training steps, only action verbs
a ∈ Aretain were retained from the admissible list.
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In-distribution
Steps Norm. Score

TWCAgent 47.77 ± 1.50 0.49 ± 0.04
TWCAgent + AP 47.14 ± 0.85 0.61 ± 0.03
NESTA 43.44 ± 4.67 0.77 ± 0.08
NESTA + AP 35.84 ± 7.88 0.85 ± 0.09

Out-of-distribution
Steps Norm. Score

TWCAgent 50.00 ± 0.00 0.21 ± 0.05
TWCAgent + AP 50.00 ± 0.00 0.37 ± 0.02
NESTA 47.52 ± 2.34 0.60 ± 0.15
NESTA + AP 31.40 ± 6.38 0.91 ± 0.05

Table 3: Ablation study showing the effect of our pro-
posed symbolic action pruning (AP) on NESTA and
TWCAgent for hard games. Proposed action pruning
method shows better improvements on NESTA model
when compared to improvements on TWCAgent.

We also follow the same strategy for the test games.
Table 3 shows the results for action pruning for

both TWCAgent and NESTA. Firstly, even without
action pruning, NESTA outperforms the TWCA-
gent with action pruning. NESTA+AP shows a
higher gain in performance compared to NESTA
only, whereas TWCAgent did not exhibit such large
improvements. We found that even without AP,
TWCAgent learns to avoid sub-optimal actions.
However, it suffers from overfitting and hence can-
not generalize to unseen configurations and entities.

4.5 Human-in-the-loop Rule Debugging

NESTA enables the user to verify all the learned
rules. It provides the facility to add new rules that
might be missing or edit the rules if they are sub-
optimal. The ability of human-in-the-loop debug-
ging is what sets NESTA apart from other methods
that tend to provide some level of explainability. Ta-
ble 4 shows the human-interpretable learned rules
for a particular training on hard games. The rule
for take(x, y) can be identified as sub-optimal be-
cause it implies that the agent should take any ob-
ject that is present in a container y present in the
current room. The human-corrected rule implies
the agent should only “take” objects that are not
in their assigned location according to conceptnet
facts. The human-corrected rule perfectly solves
the out-of-distribution hard games in close to the
optimal number of steps. This demonstrates that
NESTA’s human-in-the-loop rule debugging fea-
ture can be readily used to achieve favorable per-
formance gains.

Learned rules for hard games by NESTA
go(x) : − direction(x)
take(x) : − be-located-at(x)
take(x, y) : − be-located-at(y)
put(x, y) : − carry(x) ∧ atlocation(x, y)
insert(x, y) : − carry(x) ∧ atlocation(x, y)
In-distribution norm score: 0.71 (Steps: 46.4)
Out-distribution norm score: 0.85 (Steps: 37.4)
After rule correction by human
take(x, y) : − ¬atlocation(x, y)
In-distribution norm score: 0.88 (Steps: 42.4)
Out-distribution norm score: 1.0 (Steps: 19.8)

Table 4: Action rules learned for NESTA (seed=2) on
hard games. The rules are human-interpretable making
them easy to debug. We highlight that the rule learned
for take(x, y) is sub-optimal and can be improved by
human-in-the-loop correction of that single rule with
large performance gains.

4.6 Sample efficient learning

We hypothesize that deep RL policies require a
large number of training interactions because they
learn both language understanding and action scor-
ing from rewards ignoring external language pre-
training. NESTA, on the other hand, decouples
language understanding to AMR-based semantic
representations while the LNN-ILP rule learner
can focus on RL policy optimization resulting in
learning from fewer samples. Figure 3 shows that
the NESTA model obtains better scores for both
in-distribution and out-distribution games at much
fewer training interactions compared to the deep
RL text agent. In fact, NESTA can outperform text
agents even when it learns from 5× lesser training
interactions.

We also computed computational time for
NESTA compared to neural agents. Average com-
putational times (out-of-distribution) required for
each step for NESTA compared to neural agents.
For easy games, the average computation time
for neural agents was 0.12 ± 0.06 s, and that for
NESTA was 0.16± 0.05. The corresponding num-
bers for medium games were 0.17 ± 0.06 and
0.22 ± 0.06 respectively. NESTA requires extra
time due to parsing. However, since it has a lower
overall number of steps (almost 5 times lower for
easy/medium games from Table 2), time per game
would be lower or comparable.

5 Related Work

Text-only Agents: Early work on text-based
reinforcement learning agents used an LSTM-
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Figure 3: Normalized score obtained by NESTA and
deep RL text agent on TWC games. NESTA achieves
a higher score compared to the deep agent even when
learning from 5x lesser training interactions. The top-
left part represent better performance while the bottom-
right part conveys worse performance.

based representation learning from textual observa-
tions (Narasimhan et al., 2015b), and Q-learning
(Watkins and Dayan, 1992) in the action scorer
of LSTM-DQN to assign probability scores to the
possible actions. Yuan et al. (2018) used LSTM
units in the action scorer of LSTM-DRQN to han-
dle the better generalization. Chaudhury et al.
(2020) further improved generalization and re-
duced overfitting by training a bootstrapped model,
named CREST, on context-relevant observation
text. Adolphs and Hofmann (2020) presented one
of the winning strategies in the First-TextWorld
Competition using the actor-critic algorithm (Mnih
et al., 2016) for training the policy. Unlike these
text-only models, NESTA uses symbolic reasoning
over the lifted rules for better generalization and
interpretability.

Graph-based Agents: Instead of relying on the
neural models to capture the structure of the ob-
served text , recent works considered the graph rep-
resentation of the observed text to guide the agent
for better exploration. Graph-based agents from
(Ammanabrolu and Riedl, 2019; Ammanabrolu and
Hausknecht, 2020) build a knowledge graph rep-
resentation of the textual state for efficient explo-
ration and handling large action space. Adhikari
et al. (2020) learns a dynamic belief graph from
raw observations using adversarial learning on the
First Textworld Problems (FTWP). Atzeni et al.
(2021) proposed a case-based reasoning approach
that improves upon existing graph-based methods

by reusing the past positive experiences stored in
the agent’s memory. Unlike NESTA, these graph-
based methods suffer from noise in the observation
as the graphs are generated from the observed text.

Reasoning-based Agents: Both text-only and
graph-based methods use only the texts ob-
served during the game interaction. Murugesan
et al. (2020) introduced Textworld commonsense
(TWC), text-based cleanup games that require com-
monsense reasoning-based knowledge about every-
day household objects Recent works tried to en-
rich text-only agents with commonsense reasoning
for exploiting readily-available external knowledge
graphs (Murugesan et al., 2021) and images gen-
erated from the observed texts using pre-trained
models (Murugesan et al., 2022). These methods
suffer from noisy features extracted from the exter-
nal knowledge thus hindering the learning ability
of the text-based RL agents. Unlike the traditional
deep RL agents, Chaudhury et al. (2021); Kimura
et al. (2021); Basu et al. (2021) proposed neuro-
symbolic agents for TBGs that show near-perfect
performance. Related work from Li et al. (2021)
uses the world model as a symbolic representation
to capture the current state of the game. These
approaches require hand-engineering of domain-
specific symbolic state representation. On the
other hand, NESTA presents a generic domain-
independent symbolic logic representation with an
automatic symbolic rule learner that handles large
action spaces and noisy observation with ease.

In other symbolic methods, there are works (Pe-
tersen et al.; Costa et al., 2020) which employ deep
learning for neuro-symbolic regression. Compared
to these methods, NESTA aims to improve the gen-
eralization to unseen cases, whereas these methods
train and test in the same setting. Additionally,
neuro-symbolic regression methods have limited
interaction with the environment in intermediate
steps, and reward is obtained at the terminal state.
However, for NESTA we use the symbolic repre-
sentation from intermediate steps to learn action
rules from partially-observable symbolic states.

6 Conclusion

In this paper, we present NESTA, a neuro-symbolic
policy learning method that modularizes language
understanding using an AMR-based semantic pars-
ing module and RL policy optimization using an
ILP rule learner. NESTA benefits from prior ad-
vances in AMR-based generic parsers for symbolic
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fact extraction allowing the ILP symbolic learner
to solely learn interpretable action rules. NESTA
outperforms SOTA models on TBGs by showing
better generalization while learning from a fewer
number of training interactions. We believe our
model is one of the first works combining advances
in neural semantic parsing and efficient symbolic
planning for text-based RL. We hope this work will
encourage future research in this direction.

7 Limitations

The neuro-symbolic rule learning presented in the
paper can handle most generic text-based games.
Only in a few specific use cases, additional training
of the AMR parser would be required. Since AMR
is used for symbolic representation for text-based
games, the vocabulary of the extracted triples is lim-
ited by the vocabulary of PropBank semantic roles.
For applications in a very specific kind of domain
where the predicates and entities do not match with
this pre-defined vocabulary (for example, specific
financial, legal domains, etc.), the AMR seman-
tic parsing engine needs to be retrained first on
such specific data before using it for rule learning.
However, even in the cases where the testing envi-
ronment requires additional rules, NESTA allows
human-in-the-loop debugging to conveniently add
them making it adaptable to generic environments.

8 Ethics Statement

Our method uses a constrained set of action sam-
ples to generate the textual actions in each step.
Since this action set is generated from a controlled
vocabulary of actions and entities, the produced
actions cannot contain harmful content like hate
speech and racial biases. Furthermore, our neuro-
symbolic model produces human interpretable
rules for the action policy thereby making the
model transparent and easier to control. Due to
these reasons, the ethical risk from this work is
low.
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