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Abstract

Dialogue models are often enriched with ex-
tensive external knowledge to provide informa-
tive responses through a retrieval-augmented
pipeline. Nevertheless, retrieval-augmented ap-
proaches rely on finely annotated retrieval train-
ing data and knowledge-grounded response
generation data, making it costly to transfer.
To tackle this challenge, this paper proposed
a retrieval-free approach, KiDG, by automati-
cally turning knowledge documents into sim-
ulated multi-turn dialogues through a Multi-
Document Traversal algorithm. The simulated
knowledge-intensive dialogues constructed by
KiDG in one domain can be easily used to
train and enhance pre-trained dialogue models’
knowledge w.r.t. this domain without costly
annotation. We conduct extensive experiments
comparing retrieval-augmented models and a
variety of retrieval-free models. We found
that dialogue models enhanced with data sim-
ulated with KiDG largely outperform state-of-
the-art retrieval-free methods, and it achieves
comparable performance compared to retrieval-
augmented methods while being better, and
cheaper at domain transfer. We have released
the code and data at https://github.com/
DevoAllen/KiDG.

1 Introduction

Knowledge plays a crucial role in dialogue systems,
which is helpful in improving the informativeness,
logicality, and reliability of generated responses.
To encourage Pretrained Dialogue Models (PDMs)
to produce knowledge-grounded responses, exist-
ing research mainly follows two lines: retrieval-
based (Dinan et al., 2019; Zhao et al., 2020) and
retrieval-free(Xu et al., 2022).

* This work was done during the internship at Huawei
Noah’s Ark Lab.
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"Speak Now" debuted at No. 1 on the
Billboard 200 album chart.

f
Awards
Speak Now
é%
Topic Taylor Swift
Aspect

Awards

In 2010, she received 8 nominations for
the 52nd .
In 2014 she won the 58th

for Album of the Year.

Taylor Swift was born on December 13,
1989.

She is an American singer.

She is also an actress.

Taylor released the album "1989" in 2014.
In 2010, Taylor released "Speak Now".
In 2022, she released her music album "Midnights".

Figure 1: The structure of the document "Taylor Swift"
and her album "Speak Now". A document usually con-
centrates on one topic. Sentences within the document
describe different aspects of the document’s topic.

The retrieval-based paradigm explicitly provides
DMs with ready-to-use knowledge by a knowledge
retriever (Karpukhin et al., 2020) and trains DMs to
apply it during response generation on knowledge-
grounded conversations (Izacard and Grave, 2021).
Yet, it relies on finely annotated retrieval train-
ing data as well as knowledge-grounded conver-
sations, making it costly to apply and transfer. The
retrieval-free paradigm aims to directly incorporate
knowledge into DMs through training on simulated
knowledge-intensive conversational data. There-
fore, it’s more convenient and cheaper to be applied
at scale.

Recently, Dai et al. (2022) proposed dialogue
inpainting to automatically transform a single doc-
ument into a multi-turn dialogue. However, di-
alogue data produced by the existing inpainting
approach only considers sentences from the same
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document, and they are always in the original or-
der as in the source document. This limitation
harms the model trained with such data to be in-
flexible to different knowledge flows during con-
versation. Once the conversation context changes,
PDMs might fail to recall the correct knowledge,
which has been demonstrated in our experiments
(§3.3). Xu et al. (2022) incorporate topic informa-
tion into PDMs using separate topic adapters in a
retrieval-free manner, yet only limited topics are
considered at a coarse granularity.

In this paper, we focus on exploiting the connec-
tions among sentences from multiple knowledge
documents to construct knowledge-intensive and
topic-diversified dialogues at a fine granularity. As
shown in Fig.1, we notice that a knowledge docu-
ment typically concentrates on a particular topic,
and the sentences within the same document usu-
ally talk about different aspects of the topic. More-
over, there are also relations between the topics
of different but related documents. We attempt to
infuse these fine-grained relations into simulated
dialogues by imitating human conversation behav-
iors: diving into an aspect of the document’s topic,
then jumping into a related aspect or a new topic at
the right time to attract the listener’s interest based
on background knowledge. However, there are sev-
eral challenges to constructing such dialogues: (1)
how to distinguish the fine-grained aspects of a par-
ticular topic within a single document; (2) how to
gather multiple topic-related documents together in
an efficient way when we are faced with abundant
documents; and (3) how to simulate in-depth and
topic-diversified dialogues according to the rich as-
pect and topic relationships both inside and among
knowledge documents.

To overcome the above challenges, we propose
Knowledge-intensive Dialogues Generation with
Aspect based Topic Graph (KiDG), as shown in
Figure 2. Firstly, KiDG automatically builds an
Aspect Graph (AG) to capture the aspect relevance
among sentences within a single document. Then,
it connects AGs of topic-related documents to con-
struct a larger Aspect-based Topic Graph (ATG),
which both retains the aspect relevance inside each
document and further models the topic relation-
ship among multiple associated documents. Fi-
nally, KiDG employs a Multi-Document Travelsal
(MDT) algorithm to walk through ATG and sample
a series of aspect/topic-related sentences, which are
organized in a logically coherent order and turned

into a simulated dialogue in a human-like manner.

With the proposed KiDG, we automatically con-
struct a high-quality knowledge-intensive dialogue
dataset, KiDial. Experimental results show that
PDM further trained on KiDial achieves state-
of-the-art performance compared with retrieval-
free baselines, and shows competitive ability with
retrieval-based models. In addition, we scale up
the knowledge corpus to produce three versions of
KiDial (i.e., small, base, and large) and compare
the performance of PDMs pre-trained on them. We
find that a larger size of KiDial could further en-
hance PDMs to be both more proactive and more
knowledgeable during conversation while maintain-
ing low hallucination.

2 Method

Given a knowledge corpus D = {d;}},, where
d; = {e;,S;} is a knowledge document composed
of a number of sentences S; = {7 };\/:1’ and a title
e;, which usually indicates the topic of the docu-
ment and is utilized as the entry for web search.
We propose Knowledge-intensive Dialogs Gener-
ation with Aspect based Topic Graph(KiDG) to
automatically construct a large-scale simulated dia-
logue corpus. As illustrated in Fig.2, the procedure
of KiDG can be divided into 3 stages: (1) Con-
struct an Aspect Graph (AG) to capture the aspect
relations inside a single document. (2) Construct
an Aspect-based Topic Graph (ATG) to associate
the AGs of topic-related documents. (3) Use a
Multi-Document Traversal (MDT) algorithm to
traverse ATG and simulate knowledge-intensive
and logically-coherent dialogues.

2.1 Aspect Graph Construction

For each document d;, we construct an Aspect
Graph (AG) A; as a weighted fully connected bidi-
rectional graph, whose nodes are the sentences S;
within d;, and edge weights w;"" are BertScore
(Zhang et al., 2019a) similarity between two sen-
tences s;', sy € S; to measure the fine-grained as-
pect relevance.

w;"" = BertScore(s, s;) (1)
BertScore computes text similarity based on token-
level cosine similarity using the pre-trained contex-
tual embeddings from BERT (Devlin et al., 2018).
The intuition is that sentences describing the same
or similar aspects of a topic tend to have a higher
semantic similarity and lexical overlap, as shown
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Taylor Swift

T1. Taylor Swift was born on December 13,
1989.

T2. In 2010, she released "Speak Now".

T3. Taylor released the music album "1989" in
2014.

T4. In 2010, Taylor received 8 nominations for
the 52nd Grammy Awards.

Speak Now
S1. “Speak Now" was inspired by a friend of
Taylor Swift.
S2. The song's lyrics and music were written

User: Do you know Taylor Swift?
Bot: Yes.

User: Do you know her date of birth? (X1.)
Bot: Taylor Swift was born on December 13, 1989. (T1.)

User: What are her representative songs? (X2.)
> Bot: Taylor released the music album "1989" in 2014.(T3.)

User: Anything else? (X3.)
Bot: In 2010, she released "Speak Now". (T2.)
(Topic Transition: T2. — S1.)

by Taylor Swift. Tayl
5 . i " s i
S3. The duration of the song is 4:20. CJ7 szft l;s:rl ngfguTmtlrodulce sp;eesk novaNln dftaslll‘ (X4.)
S4. "Speak Now" is a typical country pop song. ot:In , Taylor released "Speak Now". (S1.)
Avril Lavigne hyperlink User: Who wrote this song? (X5.)
Avril Lavigne was born on September 27, Bot: The song's lyrics and music were written by Taylor
1984 in Canada. Taylor Swift released Swift. (S2.)
She officially debuted in 2002. T2. ... "Speak Now". gpakiNow (Topic Transition: S2. — 24.)
In 2002, Avril released her first studio l Similar
album "Let Go". - - User: Both she and Avril Lavigne are great singers. (X6.)
On May 14, 2002, Avril released her first Avril Lavigne Bot:
solo single "Complicated". (~2)
i ATG w
= il AG ! o
- — | .
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=|| =[] —— (1) AG Construction ! AG (2) ATG Construction | (3) Traversal & Simulation X3.
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! L

Figure 2: Overview of KiDG. To construct in-depth and topic-diversified dialogues, KiDG (1) builds an AG for
each document to distinguish aspects; (2) connects topic-related documents to construct ATG; (3) utilizes the
traversal algorithm MDT to walk through ATG to sample a sequence of knowledge sentences and transform them to
a simulated dialogue. Note that, the Representative Nodes are marked in the darkest color, black, purple and red
arrows represent the topic relations derived from Web Hyperlink, Knowledge Graph and Word vector respectively.

in Figure 1. Thus BertScore is relatively suitable
for this scenario.

2.2 Aspect-based Topic Graph Construction

We further associate A; of each document d; with
other AGs and build a large Aspect-based Topic
Graph (ATG) G to capture the coarse-grained topic
relevance between documents. In order to reduce
the size of ATG, we only connect .A; with closely
related AGs based on three sources of clues: Web
Hyperlink, Knowledge Graph, and Word Vector.

* Web Hyperlink is usually a digital reference pro-
viding direct access from one distinctively marked
term in a document to another in a different doc-
ument. This kind of clue naturally exists in on-
line knowledge documents and the marked term
is usually the title (topic) of the linked document.
Therefore, the documents connected by a hyperlink
are naturally topic-related.

* Knowledge Graph is a knowledge base that
stores interlinked descriptions of entities as triples.
For example, (Taylor Swift, released, Speak Now)
describes that “Taylor Swift has a released relation
with Speak Now”. We observe that most titles (top-
ics) of knowledge documents are also entities in the
Knowledge Graph. Thus, we use it to complement

the missing relations in hyperlinks.

* Word Vector is a continuous dense vector for
word representation (Mikolov et al., 2013). Se-
mantically correlated words/phrases usually have a
higher cosine similarity. For instance, Taylor Swift
and Aviral Lavigne are close in the vector space
since they are both singers. Terms associated by
this approach are likely to be described in similar
contexts (comparing the documents of Taylor Swift
and Aviral Lavigne in Figure 2) but are usually not
directly linked by the previous two methods.

We connect A; with the AGs whose document ti-
tles are directly linked by Web Hyperlink or Knowl-
edge Graph or share the top-5 similarity with the
title of .A; in the Word Vector space. Note that, the
resulting ATG G; is not a fully connected graph.
We only add directed edges from the Representa-
tive Nodes of A; to those of the associated AGs to
reduce computing overhead. The Representative
Nodes are marked in the darkest color in Figure 2.
The weights for the newly added cross-topic edges
are computed the same as Eq. 1.

* Representive Nodes are the sentence nodes in
A; whose contents are most likely to be mentioned
when talking about a particular topic. We denote
the representative nodes as V; € S; and set them
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to be the nodes with the top-k highest sum of edge
weights in A;:

Vi=ArgTopk (k, Y w™), (@)
vES; u€S; u#v,

|Sil
). @)
|Vi| = k is the number of representative nodes we
select in A;. Since the edge weight w;"" measures
the aspect relevance between two sentences (§2.1),
the obtained representative nodes are analogous
to the topic centers which we often use to start a
conversation around a topic and extend to other
relevant contents along with the aspect relevance.

k =mazx(1,|

2.3 Dialogue Simulation based on
Multi-Document Traversal

2.3.1 Multi-Document Traversal Algorithm

We propose the Multi-Document Traversal (MDT)
algorithm, which is a refined Weighted Random
Walking to obtain a sequence of aspect/topic-
related sentences by walking through ATG follow-
ing two principles: (1) sentences that are similar
in the aspect or topic level should be placed close
to each other in this sequence; (2) if sentences
from one aspect (or topic) are nearly exhausted, the
probability of sampling the next sentence from an-
other one should be increased. To meet the above
principles, MDT is composed of the Aspect Graph
Walking (AGW) algorithm to traverse the AG of a
document, and the Adaptive Main Document Tran-
sition (AMDT) to fulfill the topic transfer.

MDT executes 1" time steps and returns a sen-
tence sequence ). At each step, it mainly fo-
cuses on one document d;, called the Main Docu-
ment. First, MDT utilizes AGW to traverse d; in a
relevance-first way and append a sentence into ),
to concentrate on a specific aspect of d;. Although
AGW could dive into an aspect of d; and traverse
sentences of another aspect, it could not fulfill
topic transitions, i.e., visiting another document.
Then AMDT will consider all of the Representa-
tive Nodes included in ) and determine whether
jump into one of the documents they connected.

Aspect Graph Walking The Aspect Graph Walk-
ing (AGW) algorithm is a Weighted Random Walk-
ing algorithm. In step-1, the AGW samples a start
sentence y; from V; with uniformed probability,
then ) = [y1]. In step-t, the AGW samples the
next sentence 1; from the transition distribution

{w?t’l’yt, y¢ € S;} of y;—1. The more relevant the
sentence is to y;_1, the higher the chance it will be
selected, in order to dive into an aspect. After T'
steps, we obtain the sequence Y = [y1, y2, ..., Y7
For repeated sentences in ), we only keep the one
that appears first.

Adpative Main Document Transition In acom-
plete execution of MDT, the AGW first chooses a
sentence in Main Document d;, then the Adaptive
Main Document Transition (AMDT) determines
whether to change the Main Document.

Towards this purpose, AMDT maintains a set
of Transition Acts (TA) and assigns each action a
transition weight to balance between in-depth dis-
cussion and topic transition. Denote the Transition
Weights as TW, the next transition behavior is sam-
pled from TA based on softmax(TW). TA records
the reachable nodes outside d;, and TW stores the
probability to choose corresponding nodes.

In step-1, TA=[No] and TW=[1.0], "No" means
“do not change the Main Document”. Obviously,
AMDT would not change the Main Document at
the beginning to dive into the topic of d;. In step-t,
AMDT first samples a node r; following uniform
distribution from all of the visited Representative
Nodes in V. The set of outside nodes connected to
r;j is O;. Denote the list of edge weights between
rj and the nodes in O; as W, we have

TA = concat(No, O;);
wn, = max(Wj) 4)
TW = concat(wy,, Wj)

We set the weight for the “No” action to be the
largest among all the actions. It is worth men-
tioning that the representative nodes in () are not
always from the current Main Document d; since
the Main Document maybe has already changed
several times before d;. Considering the next Main
Document based on ) rather than d; could boost
the topic’s diversity of dialogues. If speakers are
discussing d;, when the information from d; is
exhausted, they tend to change the conversation
topic. Hence, to simulate human conversation be-
haviors, the vanilla softmax is not applicable for the
AMDT. So we introduce 6(t), an adaptive temper-
ature which increases with the number of visited
sentences from d;, and derive the final transition

probability Q(¢).
0(t) =7-|VNd

Q(t) = softmax(TW/0(t)) (5)
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The higher the 6(t) is, the greater the probability
of switching Main Document is. In practice, we
set O(t) to 2. In addition, if y; and y;41 do not
belong to the same document, a Topic Transition
Prompt will be added between them to provide
topic transition hints. e.g., "Except for A, do you
know B?" and "Yes,...".

2.3.2 Dialogue Simulation

We leverage the dialogue inpainting model (Dai
et al., 2022), which takes the sequence ) as
the utterances from one speaker and repairs an-
other speaker’s utterances in an autoregressive
manner. To provide basic topic relations, we
design starting prompt p, e.g., "Have you ever
heard of A?" and append it before )J). Now the
Y willbe: Y = {p,y1,y2,...,yr}. We first feed
{p, [m], y1} to the inpainting model to get =1, then
feed {p, z1,y1, [m], y2} to generate z5. We keep
doing this until the conversation is complete. Note
that the Topic Transition Prompt already contains
two speakers’ words, hence there will be no re-
paired utterances between them.

3 Experiment

In this section, we show that simulated dialogues
from KiDG could boost PDMs’ performance in
knowledge-grounded response generation tasks.
From our exhaustive experiments, we found that
the enhanced PDMs obtain state-of-the-art per-
formance under retrieval-free settings and even
achieve comparable performance compared with
retrieval-based approaches. In addition, as the sim-
ulation dialogue scale increases, the PDMs tend to
generate more proactive and precise responses.

3.1 KiDial Construction and Pre-training
PDMs

We apply KiDG to document corpora to gener-
ate a large dialogue dataset KiDial with the open-
sourced knowledge graph ! and work vectors 2, con-
taining a Small version based on a knowledge cor-
pus of KdConv(Zhou et al., 2020), Base, and Large
versions originating from a well-known Chinese
encyclopedia website’. The dialogue inpainting
model is initialized from BART-Large and trained
in a large QA dataset and 0.9M conversations trans-
lated from WikiDialog(Dai et al., 2022). We input
{p, [m], y1 } and force the model to generate {x; },

"https://github.com/ownthink/robot
Zhttps://ai.tencent.com/ailab/nlp/en/embedding. html
*https://baike.baidu.com/

Datasets Scale Small Base Large
# dialogues 36K 751K 3.75M
# documents 12K 214K 1.3M
# utterances 1.38M  152M  759M
# topic-turns 35K 730K 3.66M

# topic-turns per dialogue 1.05 1.03 1.02
# contexts per knowledge 2.17 2.27 3.29
rate of eligibility 93% 90% 94%

Table 1: Statistics of KiDial. The high rate of eligibility
means that most of the dialogues are logically coherent,
and Cohen’s Kappa score is 0.76.

rather than feeding {p, [m], y1,y2, ..., yr} as Dai
et al. (2022) did. In this way, we could eliminate
the gap between training and inference of the in-
painting model.

Then we sample 50 dialogues from each of the
3 versions of KiDial respectively and invited 2 hu-
man annotators to judge whether the knowledge
sentences in dialogues are highly related to con-
text and whether the topic transitions are proper,
denoted as the rate of eligibility in Table 1. The
dataset statistics are shown in Tab. 1.

We feed the conversations from KiDial to en-
hance the PDMs. We use the BART-Large from
Shao et al. (2021) and CDialGPT trained on LCCC-
Large(Wang et al., 2020). The pre-training setting
for CDialGPT is the same as Wang et al. (2020). To
enhance BART, we treat the response generation as
a text-infilling task(Lewis et al., 2020) and add role
labels [S1] and [S2] to help BART distinguish
the utterances from different speakers. All of the
training is finished in 8 Nvidia V100 GPUs.

3.2 [Evaluation on Knowledge Grounded
Dialog Datasets

3.2.1 Experiment Setup

Datasets We empirically measure the impact of
KiDial on knowledge-grounded dialogue systems.
Hence we construct the KiDial-Small based on the
knowledge corpus of KdConv(Zhou et al., 2020) in
§3.1, in which case, the dialogues of KdConv are
the perfect source to evaluate the PDMs trained on
KiDial-Small.

Baselines We select baselines under 2 experi-
ment settings, including both the retrieval-based
and the retrieval-free settings.

* Retrieval-based These methods are combined
with a retriever and the PDM. We utilize BM25
and DPR(Karpukhin et al., 2020) as retrievers.
The DPR is combined by two Chinese BERT *.

*https://huggingface.co/bert-base-chinese
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The Top-3 retrieved knowledge is concatenated
to dialogue history as input for CDialGPT and
BART. Meanwhile, A special token [KNW] is added
to differentiate the knowledge and history. Then
the retriever and PDMs are jointly fine-tuned on
KdConv’s training set to learn how to generate
grounded responses.

* Retrieval-free In this setting, the PDMs need to
fulfill the response generation without knowledge
retrieval. KnowExpert(Xu et al., 2022), where
knowledge is infused to n adapters with documents
from n topics. Since the documents of KdConv are
already split into 3 topics, we set 3 topic adapters
here. Then KnowExpert is finetuned on KdConv’s
training set for adaption.

We construct other baselines by enhancing the
PDMs with the following knowledge resources
and then finetuning them on KdConv’s training
set. Note that BART+X means the BART is trained
on dialogue dataset X, and the same applies to CDi-
alGPT.

1) KB. Knowledge documents are split into pseudo-
dialogues to train PDMs. 2) MD is the set of
sentence sequences the KiDG constructed. 3)
SDial(Dai et al., 2022). Sentence sequences in
KB are transformed into dialogues by the dialogue
inpainting model. 4) KiDial-S. The PDMs are
trained on KiDial-Small. 5) Shuff. With two sen-
tences next to each other as a group, we shuffle the
conversations from SDial.

* Ground-truth Knowledge In addition, we of-
fer ground-truth knowledge to the retrieval-based
model to provide ceiling performance on KdConv.
We also report the performance of HRED(Zhou
et al., 2020), which has a memory module to incor-
porate knowledge into responses.

3.2.2 Metrics

Automatical Metrics We utilize the Perplex-
ity(PPL) of the ground-truth response, the aver-
age of BLEU (Papineni et al., 2002), the Uni-gram
F1 and Distinct-2 (Li et al., 2016) to evaluate the
generation results automatically.

Human Evaluation. We randomly select 100
dialogue history and response pairs for evalua-
tion. Following Zhou et al. (2020), we evaluate
the generation results from 2 different perspec-
tives. 1) Fluency (Flu.) To test whether the gener-
ated utterances are grammatically correct. 2) Co-
herency(Coh.) The response must be coherent to
grounded knowledge at the utterance level and rel-

Model Bleu-Avg F1 Dist-2 PPL|
Ground-truth Knowledge
HRED 18.87 - 11.03 11.15
CDial 24.31 38.23  12.55 6.41
BART 30.79 44.35 13.61 6.07
Retrieval-based
CDial+BM25@3 13.72 2487 12.35 8.59
CDial+DPR@3 19.28 32.16 14.33 7.22
" BART+BM25@3 2235 3770 2056 745
BART+DPR@3 28.07 4297 1252 7.86
Retrieval-free
KnowExpert 16.37 30.72  17.10 9.47
CDial 13.02 27.06 12.88 8.11
CDial+Shuff 13.81 28.09 13.51 7.52
CDial+KB 15.02 29.65 15.14 6.89
CDial+MD 16.69 31.04 16.84 6.46
CDial+SDial 15.79 30.26  16.01 8.43
CDial+KiDial-S 17.52 31.60 18.06 7.45
"BART 1874 3029 1480 737
BART+Shuff 19.70 3408 17.95 7.13
BART+KB 20.34 37.67 12.41 6.54
BART+MD 21.70 35.08 18.53 7.50
BART+SDial 23.68 3939 1435 6.29
BART+KiDial-S 27.72 4145 13.27 6.77

Table 2: Automatic evaluation results on KdConv. The
best results under different settings are in bold.

evant to dialogue context at the dialogue level.

We performed a pairwise comparison of the re-
sponses generated by PDMs trained on KiDial-S
with other baseline models. Three annotators eval-
uated dialogues based on the above two metrics to
determine which one is better. In this comparison,
the model that outperforms its counterpart receives
2 points, while the underperforming model gets O
points. In the case of a tie, each model is awarded
1 point. The average score was used to measure
overall performance and Kappa was reported in
Table 4.

3.2.3 Automatic Evaluation

The evaluation results on KdConv are shown in Ta-
ble 2. After training on KiDial-Small, BART and
CDialGPT achieve state-of-the-art performance
on most of the metrics compared with retrieval-
free paradigms. Moreover, they even outperform
retrieval-based methods with a weak retriever, i.e.,
BM?25, and get comparable performance compared
to those with DPR. These results show the KiDial
could significantly improve the PDMs in knowl-
edge memorization and understanding. Shuff
brings less improvement than others, which means
the proper organization of knowledge is essential.
Hence PDMs trained on MD outperform those
trained on KB, for the fine-grained topic relations
in MD help the model understand knowledge bet-
ter. Moreover, CDial+MD outperforms KnowEx-
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Model Bleu-Avg F1 Dist-2
BART

w/ Shuff 6.76 1691  4.59
w/ KB 7.45 16.50  12.65
w/ MD 7.61 16.68  13.33
w/ SDial 11.61 21.26  11.32
w/ KiDial-S 12.68 21.80 15.86

-~ Cbial

KnowExpert 4.53 10.78  8.47
w/ Shuff 4.14 1035 10.16
w/ KB 4.36 1029  4.53
w/ MD 6.50 14.05 18.43
w/ SDial 8.09 1747  9.18
w/ KiDial-S 8.61 19.04 17.36

Table 3: Zero-shot performance.

BART-L Flu. Coh. K
KiDial-S v.s. SDial .11 136 049
KiDial-S v.s. DPR@3  1.09 124 0.51

Table 4: Human evaluate performance of BART on
KdConv’s test set. A score larger than 1 means that our
model is better than its counterparts. < means the Fleiss’
Kappa.

pert, which proves that the coarse topic relations
in KnowExpert are insufficient.

Abalation Study Without KiDG, PDMs trained
on KB and SDial are worse than those trained on
MD and KiDial-S, because (1) there are no explicit
relations between topics in KB and SDial. PDMs
need to understand those relations by themselves;
(2) the context diversity for a knowledge text in
SDial is limited. However, as shown in Table 1, the
flourishing contexts in KiDial could help the model
learn knowledge from various perspectives. With-
out dialogue inpainting, KB and MD are worse
than SDial and KiDial-S, for the inpainted dia-
logues could provide more context information. It
is worth mentioning that the PDMs obtain larger
performances boost from MD to KiDial-S than
from KB to SDial. We believe that it’s because
the sentence sequences obtained by our method are
infused with fine-grained topic information than
the original sentence order of documents, which
helps the PDMs better absorb knowledge.

3.2.4 Human Evaluation

In addition, Table 4 shows the human evaluation
results. The results reveal that dialogues from
BART+KiDial tend to be more coherent with di-
alogue history and ground-truth knowledge while
maintaining high fluency.

3.3 Analysis

Zero-shot Performance A more knowledgeable
PDM will perform better in the zero-shot scenario.
However, the retrieval-based methods are not ap-
plicable in the zero-shot scenario, for they need
grounded dialogues to learn how to incorporate
knowledge into responses. As shown in Tab.3,
the PDMs pre-trained in KiDial-Small outperform
other baselines, which proves that KiDial-Small is
a better source for PDMs to learn from. Note that
models trained on SDial and KiDial-S are signifi-
cantly better than other baselines. We attribute this
to the inpainted dialogues providing more context
information to serve as a hint to elicit the knowl-
edge.

Generalization to Different Contexts In the pre-
vious section, we have proven that although KiDial
and other knowledge sources originated from the
same document corpus, PDMs trained on KiDial
still perform better than other baselines. In this sec-
tion, we show that KiDial could equip PDMs with
the generalization ability to diversified contexts.
If a model is better at handling diversified con-
versation contexts, it will have a more stable per-
formance when injecting the same knowledge into
responses in different contexts. Hence we assess
the model according to the variance of uni-gram
F1 score on the test samples grounded by the same
knowledge. We first identify the knowledge in
KdConv which is grounded in more than one di-
alogue response and these responses form a unit.
Then all of the units are grouped according to the
number of different contexts in them. Then we
calculate the variance of the F1 score for responses
in every unit in the specific group, then report the
average of these variances. We illustrate the re-
sults in Fig. 3. We can conclude that when the
context of knowledge becomes more complex, the
stability of model performance will have greater
fluctuations. But BART+KiDial-S is still lower
than others, which proves that KiDial makes BART
understands knowledge better and can handle more
complex and diverse context environments.
Finally, we explore how the model’s capabilities
change as the size of KiDial increases. For PDMs
trained in larger KiDial, there are no grounding di-
alogues to evaluate the models’ abilities. Hence we
employ self-talk to evaluate how much knowledge
the model could generate, and how much is correct.
Besides PDMs enhanced with different versions
of KiDial, we also introduce BART+DPR @3 as
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Figure 3: Impact of context diversity of knowledge and
performance stability. The horizontal and vertical axis
denotes the number of contexts the knowledge corre-
sponds to and the average variance of F1 respectively.

a comparison. The purpose of this is to validate
whether it has learned the general ability to incor-
porate knowledge into the response during the fine-
tuning on KdConv, rather than just understanding
the knowledge in the dataset.

Choice of Starting Topic We provide starting
topics for models to perform self-talk. We ran-
domly select 10 topics, half of them from docu-
ments of KdConv and the other half from encyclo-
pedia documents of KiDial (i.e., Pedia as shown in
Table 5). Then we rewrite the topics to complete
sentences as the starting utterances. For every topic,
the self-talk conducts 10 rounds, and 5 history and
response pairs are sampled for evaluation. Thus,
there are 50 samples evaluated for every model.

Evaluation Perspectives We evaluate the gen-
eration results based on: 1) Informativeness,
how much information the response contains; 2)
Groundness(Thoppilan et al., 2022), how much
claims in response could be associated with author-
itative knowledge; 3) Proactiveness, whether the
model would like to perform active information
exchange or topic transition. We compare differ-
ent methods by asking 3 human annotators to give
absolute scores(0 for bad,1 for good, and 2 for ex-
cellent)for each response based on three metrics.
We reported the average score in Table 5.

Analysis The evaluation results are shown in Ta-
ble 5. BART+DPR @3 achieves the best Ground-
ness score on topics of KdConv due to the gain
brought by DPR. However, BART+DPR @3 suf-
fers a great performance drop on topics from Pedia,
which means that it has not learned a general ability
to infuse knowledge into responses. Since anno-
tating the knowledge-grounded dialogues in other

KdConv Pedia
BART Infor. Grou. Proa.| Infor. Grou. Proa.
DPR@3 1.32 180 144 | 1.03 077 1.32

KiDial-S | 1.08 1.64 120 | 1.24 093 1.28
KiDial-B | 1.52 124 1.60 | 1.37 147 140
KiDial-L | 1.20 152 148 | 128 1.57 1.67

Table 5: Human evaluation results on self-talk conversa-
tions from modes. The best and the second-best results
are in bold and underlined.

domains is a tedious process, they are difficult to
transfer to other domains.

In contrast, PDMs trained on KiDial-Large or
KiDial-Base do not show a large performance dif-
ference on topics from two different sources. More-
over, the larger KiDial improves the PDMs in gen-
erating more informative, precise, and proactive
responses. Surprisingly, on topics of KdConv, the
BART enhanced by KiDial-Base and KiDial-Large
appear to be more proactive than BART+DPR@.
We attribute this to that the dialogues in KiDial
are composed of utterances from a knowledgeable
speaker and a supportive listener. Thus, the model
could learn to play both roles. When the dialogue
history becomes boring, the model will introduce
more information.

4 Related Work

Knowledge-grounded dialogues are helpful for
enhancing pre-trained dialogue models (PDMs)
(Zhang et al., 2019b; Zhou et al., 2021; Bao et al.,
2020; Thoppilan et al., 2022; Mi et al., 2022) to
be more knowledgeable. Existing research can be
classified into two directions: retrieval-based (Di-
nan et al., 2019; Zhao et al., 2020; Li et al., 2020)
and retrieval-free (Xu et al., 2022) paradigms.

The retrieval-based paradigm is composed of a
knowledge retriever and a generator. The retriever
uses sparse or dense representations (Karpukhin
et al., 2020) to obtain relevant knowledge for re-
sponse generation. As the input length of PDMs
is limited, the retriever is responsible to fulfill fine-
grained knowledge retrieval rather than a batch of
relevant documents and more information is not
always better, since there exists much noise. Hence
the retrieval-based methods need knowledge and
dialogue utterances aligned dataset to learn how
to fetch knowledge and how to incorporate it into
responses. However, the data annotation process is
tedious and labor-intensive.

To alleviate this problem, Xu et al. (2022)
proposed the retrieval-free paradigm. They first
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train topic experts with documents from sev-
eral topics. Then the model is fine-tuned with
knowledge-grounded dialogues for adaption. How-
ever, they utilize topic relations at a coarse gran-
ularity, i.e., document-level only. Recently, Dai
et al. (2022) devised the dialogue inpainting to pro-
duce knowledge-grounded dialogues: transforming
documents into two-person conversations with T5
(Raffel et al., 2019). But the generated dialogues
only contain sentences in the same document and
always in the original order as the source document,
which hurts the generalization abilities of PDMs.

5 Conclusion

In this paper, we propose KiDG, a retrieval-free
approach to incorporate knowledge into PDMs by
automatically turning knowledge documents into
simulated dialogues. KiDG exploits both the fine-
grained aspect relations in a single document and
the coarse-grained topic relations between doc-
uments though Multi-Document Traversal. Our
experiments show that the KiDial generated by
KiDG can improve the PDMs to achieve state-of-
the-art performance under retrieval-free settings
and achieve performance comparable to retrieval-
based methods. Our further analysis proves that a
larger KiDial can enhance the PDMs to generate
more proactive and informative responses.

Limitations

The simulated dialogues constructed by KiDG are
a powerful source of training data for retrieval-free
knowledge-grounded dialogue systems. However,
there is a clear style difference between the gener-
ated utterance and the original document sentences:
one is the oral expression and the other is a more
formal style.

But as shown in Table 5, the PDMs trained on
KiDial appear to be more proactive and knowledge-
able during conversations. The generated utter-
ances serve as a type of prompt to help the model
understand the knowledge. In the meanwhile, our
KiDG embeds the knowledge into different con-
texts, alleviating the one-to-many problem in some
degree.

Although generating dialogues needs to cost
GPU resources, it is still a cheaper and quicker
way to acquire large-scale knowledge-intensive di-
alogues.

Ethics Statement

This paper proposes a method to exploit fine-
grained aspect/topic-relations between documents
and construct topic-diversified dialogues to en-
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uments we used in this paper and the generated
dialogues have been carefully filtered to make sure
there is no offensive and toxic information.
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