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Abstract

As the categories of named entities rapidly
increase, the deployed NER models are re-
quired to keep updating toward recognizing
more entity types, creating a demand for class-
incremental learning for NER. Considering the
privacy concerns and storage constraints, the
standard paradigm for class-incremental NER
updates the models with training data only
annotated with the new classes, yet the enti-
ties from other entity classes are unlabeled, re-
garded as "Non-entity" (or "O"). In this work,
we conduct an empirical study on the "Unla-
beled Entity Problem" and find that it leads
to severe confusion between "O" and entities,
decreasing class discrimination of old classes
and declining the model’s ability to learn new
classes. To solve the Unlabeled Entity Prob-
lem, we propose a novel representation learning
method to learn discriminative representations
for the entity classes and "O". Specifically, we
propose an entity-aware contrastive learning
method that adaptively detects entity clusters
in "O". Furthermore, we propose two effective
distance-based relabeling strategies for better
learning the old classes. We introduce a more
realistic and challenging benchmark for class-
incremental NER, and the proposed method
achieves up to 10.62% improvement over the
baseline methods.

1 Introduction

Existing Named Entity Recognition systems are
typically trained on a large-scale dataset with pre-
defined entity classes, then deployed for entity
recognition on the test data without further adap-
tation or refinement (Li et al., 2020; Wang et al.,
2022; Liu et al., 2021; Ma et al., 2022a). In prac-
tice, the newly-arriving test data may include new
entity classes, and the user’s required entity class
set might keep expanding. Therefore, it is in de-
mand that the NER model can be incrementally

*Equal contribution.
t Corresponding authors.

Step 1 Interstellar , directed by Nolan, premiered on in 2014 in California.
won PER "o won
Step 2 Interstellar , directed by Nolan, premiered on in 2014 in California.
"o "o DATE LOC
Step K Interstellar , directed by Nolan, premiered on in 2014 in California.
FILM ngn "o won
PER T~~~ wpmn AT T~ uqn  Oldclass RN I
~ "0 - ~\"O S~ ~
AN SRa Qo M Qo
by 050N /x SN L 0,00
% A oy 2w \
= 0% 1 ¥ o 0% o 0%y
‘o P AAOR’ N N &7 roc D AAO /
v o AA‘/{? . /)\\D FILM B/a 2,
S~ Potential class DATE -
Step 1 Step2 e Step K

Figure 1: Problems of class-incremental NER. In each
incremental step, the data is only labeled with current
classes, so the "O" class actually contains entities from
old classes and entities from potential classes.

updated for recognizing new entity classes. How-
ever, one challenge is that the training data of old
entity classes may not be available due to privacy
concerns or memory limitations (Li and Hoiem,
2017; Zhang et al., 2020). Also, it is expensive
and time-consuming to re-annotate all the old en-
tity classes whenever we update the model (De-
lange et al., 2021; Bang et al., 2021). To solve
the problem, Monaikul et al. (2021) proposes to
incrementally update the model with new datasets
only covering the new entity classes, adopted by
following studies as standard class-incremental
NER paradigm.

However, as NER is a sequence labeling task,
annotating only the new classes means entities from
other entity classes are regarded as "Non-entity"
(or "O") in the dataset. For example, in step 2
in Fig.1, the training data for model updating is
only annotated with "LOC" and "DATE", while
the entities from "PER" and "FILM" are unlabeled
and regarded as "O" during training. We refer to
this problem as the "Unlabeled Entity Problem" in
class-incremental NER, which includes two types
of unlabeled entities: (1) old entity classes (e.g.,
"PER" in step 2) that the model learned in previous
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steps are unlabeled in the current step, causing the
model catastrophically forgetting these old classes.
(Lopez-Paz and Ranzato, 2017; Castro et al., 2018)
(2) potential entity classes that are not annotated
till the current step, yet might be required in a
future step. For example, the "FILM" class is not
annotated till step 2, yet is required in step K.

In this work, we conduct an empirical study to
demonstrate the significance of the "Unlabeled En-
tity Problem" on class-incremental NER. We ob-
serve that: (1) The majority of prediction errors
come from the confusion between entities and "O".
(2) Mislabeled as "O" leads to the reduction of
class discrimination of old entities during incre-
mental learning. (3) The model’s ability to learn
new classes also declines as the potential classes
are unlabeled during incremental training. These
problems attribute to the serious performance drop
of incremental learning with the steps increasing.

To tackle the Unlabeled Entity Problem, we pro-
pose a novel representation learning method for
learning discriminative representations for the un-
labeled entity classes and "O". Specifically, we
propose an entity-aware contrastive learning ap-
proach, which adaptively detects entity clusters
from "O" and learns discriminative representations
for these entity clusters. To further maintain the
class discrimination of old classes, we propose two
distance-based relabeling strategies. By relabeling
the entities from old classes with high accuracy,
this practice not only keeps the performance of
old classes, but also benefits the model’s ability to
separate new classes from "O".

We also argue that the experimental setting of
previous works Monaikul et al. (2021) is less re-
alistic. Specifically, they introduce only one or
two entity classes in each incremental step, and
the number of total steps is limited. In real-world
applications, it is more common that a set of new
categories is introduced in each step (e.g., a set of
product types), and the incremental learning steps
can keep increasing. In this work, we provide a
more realistic and challenging benchmark based on
the Few-NERD dataset (Ding et al., 2021), follow-
ing the settings of previous studies (Rebuffi et al.,
2017; Li and Hoiem, 2017). We conduct intensive
experiments on the proposed methods and other
comparable baselines, verifying the effectiveness
of the proposed method .

'Our code is publicly available at https://github.

com/rtmaww/O_CILNER.

To summarize the contribution of this work:

* We conduct an empirical study to demonstrate
the significance of the "Unlabeled Entity Prob-
lem" in class-incremental NER.

* Based on our observations, we propose a
novel representation learning approach for bet-
ter learning the unlabeled entities and "O",
and verify the effectiveness of our method
with extensive experiments.

* We provide a more realistic and challenging
benchmark for class-incremental NER.

2 Class-incremental NER

In this work, we focus on class-incremental
learning on NER. Formally, there are N in-
cremental steps, corresponding to a series
of tasks {71,72,...,Tn}- Here, 7, =
(DI, Dfev Diest Cy e, Croia) is the task at the
tth step. Ct new 18 the label set of the current task,
containing only the new classes introduced in the
current step (e g {"LOC", "DATE"} in Fig.1, step

2). Cio1a = U Cinew U {“O”} is the label set of

old classes, contalnlng all classes in previous tasks
and the class "O" (e.g., {"PER" "0"} in Fig.1, step
2). DI = {X7, Y] _, is the tralnlng set of task
t where each sentence X J — {x ) e } and

= {yt’ N T } yl ke Ctnew 18 annotated
w1th only the new classes. In each step ¢, the model
A;—1 from the last step needs to be updated with
only the data D" from the current step, and is ex-
pected to perform well on the test set covering all
learnt entity types C# = Ctnew U Ctold-

3 The Importance of Unlabeled Entity
Problem in Class-incremental NER

In this section, we demonstrate the importance of
the Unlabeled Entity Problem in Class-incremental
NER with empirical studies. We conduct ex-
periments on a challenging dataset, the Few-
NERD dataset, to investigate the problems in class-
incremental NER. We conduct experiments with
two existing methods: (1) iCaRL (Rebuffi et al.,
2017), a typical and well-performed method in
class-incremental image classification. (2) Con-
tinual NER (Monaikul et al., 2021), the previous
state-of-the-art method in class-incremental NER.
More details of the dataset and the baseline meth-
ods can be found in Section 5.
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Figure 2: Distributions of prediction errors of different
models in step 6. The first row represents the number of
samples belonging to the "O" class wrongly recognized
as entities, which shows the severe confusion between
"O" and entity classes.
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Figure 3: Visualization of the representation variation
of the old classes during incremental learning. The class
discrimination seriously decrease in step 5.

Observation 1: The majority of prediction er-
rors come from the confusion between entities
and ""O". In Fig.2, we show the distributions
of prediction errors of different models in step 6,
where the y-axis denotes samples belonging to "O"
or the classes of different tasks. The x-axis de-
notes the samples are wrongly predicted as "O" or
as classes from different tasks. Each number in a
grid denotes the number of error predictions. From
the results, we can see that the majority of error
predictions are samples belonging to "O" wrongly
predicted as entities (the first row of each model),
indicating serious confusion between "O" and en-
tity classes, especially the old entity classes. As ex-
plained in Section 1, the training data of each new
task is only annotated with the new entity classes
and the entities from old classes are labeled as
"O". As the training proceeds, the class variance
between the true "O" and old entity classes will
decrease, leading to serious confusion of their rep-
resentations.

Observation 2: Old entity classes become
less discriminative during incremental learning.

We further investigate the representation variation
of old classes during incremental learning. As
shown in Fig.3, we select similar classes from
step 0 and step 1, and visualize their representa-
tions after step 2 and step 5. The results show that
the representations of these classes are discrimi-
native enough in step 2. However, after a series
of incremental steps, the representations of these
old classes become less discriminative, leading to
decreasing performance of old classes. This phe-
nomenon also indicates the influence of the unla-
beled entity problem on the unlabeled old classes.

Steps 0 1 2 3 4 5 6

Full Data 727 69.2 683 67.0 67.3 69.1 68.8
iCaRL 71.3 569 52.6 48.8 53.4 48.1 39.6
Con. NER 724 63.5 569 525 56.8 51.8 422

Table 1: Performance of the new classes on dev set (only
containing the new classes) keep decreasing during in-
cremental learning. Here, Full Data is the model trained
with datasets labeled with both old and new classes.

Observation 3: The model’s ability to learn
new classes declines during incremental learn-
ing. Finally, we conduct an experiment to inves-
tigate the model’s ability to learn new classes. In
Table 1, we test the results of new classes in each
step on dev sets that only contain these new classes.
Here, Full Data is a baseline that trains on datasets
that both old and new classes are annotated. Sur-
prisingly, we find that the performance of the new
classes of iCaRL and Continual NER keeps de-
creasing during incremental learning, compared
to the stable performance of Full Data. This phe-
nomenon is also related to the Unlabeled Entity
Problem. As explained in the introduction, the po-
tential entity classes (i.e., the entity classes that
might be needed in a future step) are also unlabeled
and regarded as "O" during incremental learning.
As a result, the representations of these classes be-
come less separable from similar old classes (also
labeled as "O"), thus hindering the model’s ability
to learn new classes.

Conclusion to the Observations: Based on
above observations, we propose that appropriate
representation learning are required to tackle the
Unlabeled Entity Problems. The representations of
entity and "O" are expected to meet the following
requirements: (1) The "O" representations are ex-
pected to be distinct from the entity representations,
so as to decline the confusion between "O" and en-
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Re-labeling the unlabeled old entities.
(Section 4.2)
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Figure 4: Overview of the proposed representation learning method: (1) We propose an entity-aware contrastive
learning method to adaptively detect entity clusters from "O" and learn discriminative representations for these
entities. (2) We propose two distance-based relabeling strategies to further maintain the performance of old classes.

tities (Observation 1). (2) The representations of
old entity classes are expected to keep discrimina-
tive in spite of being labeled as "O" (Observation
2). (3) The potential entity class are expected to
be detected and separated from "O", and also be
discriminative to other entity classes (Observation
3). These observations and conclusions contribute
to the motivation of the proposed method.

4 Handling the Unlabeled Entity Problem

In order to learn discriminative representations for
unlabeled entity classes and the true "O" (con-
nected to Observations 1, 2, 3), we propose entity-
aware contrastive learning, which adaptively de-
tects entity clusters in "O" during contrastive learn-
ing. To further maintain the class discrimination
of old classes (connected to Observation 2), we
propose two distance-based relabeling strategies
to relabel the unlabeled entities from old classes
in "O". Additionally, we propose the use of the
Nearest Class Mean classifier based on learnt rep-
resentations in order to avoid the prediction bias of
linear classifier.

Rehearsal-based task formulation To better learn
representations for entities and "O", in this work,
we follow the memory replay (rehearsal) setting
adopted by most of the previous works (Rebuffi
et al.,, 2017; Mai et al., 2021; Verwimp et al.,
2021). Formally, we retain a set of exemplars
M, = {z%,y, X} K for each class ¢, where z.
refers to one token x labeled as class ¢ and X is the
context of x labeled as "O". In all our experiments,
we set K =52,

2We set a small K because the class number can be large.

4.1 Entity-aware Contrastive Learning

In this section, we introduce the entity-aware con-
trastive learning, which dynamically learns entity
clusters in "O". To this aim, we first learn an entity-
oriented feature space, where the representations
of entities are distinctive from "O". This entity-
oriented feature space is learnt through contrastive
learning on the labeled entity classes in the first M
epochs of each step. Based on the entity-oriented
feature space, we further conduct contrastive learn-
ing on "O", with the anchors and positive samples
dynamically selected based on an entity threshold.

Learning an Entity-oriented Feature Space.
Firstly, we are to learn an entity-oriented feature
space, where the distance between representations
reflects entity semantic similarity, i.e., representa-
tions from the same entity class have higher simi-
larity while keeping the distance from other classes.
This feature space is realized by learning a non-
linear mapping F'(-) on the output representations
h of PLM. We adopt cosine similarity as the sim-
ilarity metric and train with the Supervised Con-
trastive Loss (Khosla et al., 2020):

s(zi,2p) /T

e5(2i2a)/T

ey
where z = F'(h) denotes the representation after
the mapping and s(-) is the cosine similarity.
Here, we apply contrastive learning only on the
entity classes, thus we define:

-1 e
Lscr =Y - Y. log

I =1{i|ié€ Index(D!), y; # “O”}
A(i) ={j | j € Index(Dy"), j #i}  (2)
P(i)={p|p < AQ), yp = vi}
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where the anchor set I only includes entity tokens.
We train with Lgcp, in the first K epochs, improv-
ing the representations of entities and obtaining an
entity-oriented feature space.

Calculating an entity threshold for anchors and
positive samples selection. Based on the entity-
oriented feature space, we are to dynamically select
possible entity clusters in "O" and further optimize
their representations via contrastive learning. This
selection is realized by a dynamically adjusted en-
tity threshold.

Specifically, we first define the class similarity
S, as the average of exemplar similarities inside
each class:

1
Se=r Y
IM.]

;T eEMe,
o A

s(F(h(z:)), F(h(z5))) (3)

Then, we sort the class similarity of all classes
and choose the median as the entity threshold Tent
(here we simply choose the median for a modest
threshold):

all
To = Sorted({S1, ... Siegu Dlil i = S @
During contrastive learning for "O", we re-
calculate 7., before each epoch to dynamically

adjust the threshold based on convergence degree.

Contrastive Learning for ""O'" with the entity
threshold Based on entity threshold 7e,:, we
then apply the entity-aware contrastive learning
for "O" with auto-selected anchors and positive
samples. Specifically, we re-define Eq.2 as:

Io={i|3j #4,y; =y = “O”,5(2i,25) > Tent}
Po(@)={plp#iyp = “0",5(zi,2p) > Tent}  (5)
AO(’L) = PO('L) @] {n | Yn € Ct,new}

Then, we define the entity-aware contrastive loss of
"O" by adopting Eq.1 with the definition in Eq.5:

Lscr,o = Lscr(lo, Po, Ao) (6)

In the last N — K epochs, we jointly optimize the
representations of entities and "O" by:

L= Lscro+ Lscr @)

4.2 Relabeling Old Entity Classes

In order to further retain the class discrimination of
old classes, we propose two distance-based relabel-
ing strategies to recognize and relabel the unlabeled
old-class entities in "O". These two strategies are
designed to make use of the previous model A; 1
and the exemplar set M.

Relabeling with Prototypes. This strategy rela-
bels "O" samples based on their distance to the
class prototypes. Specifically, we first calculate the
prototype of each class based on the representations
of exemplars from the old model A;_;.

1
.= hy
Pe= g 2 M@ @)

Then, we define a relabeling ‘Ehreshold, denoted as
the prototype relabeling threshold, by calculating
the lowest similarity of all exemplars with their
prototypes:

Thproto = B :

ey, PPl e} )
c€Ct old

where [ is a hyper-parameter to control the rela-
beling degree. Next, for each "O" sample z; in
DI", we relabel it only if its highest similarity to
prototypes is larger than T hproto:

S ={s(hi-1(xi), pc) | ¢ € Cto1a}
y; =argmax S, ifmaxS > T hproto (10)
(&

Relabeling with Nearest Neighbors. In this ap-

proach, we relabel "O" samples based on their dis-

tance to the exemplars of each class. Similarly, we

define the NN relabeling threshold T hy n as:
Thyy =8 - (rj,gjl-%IElMc {s(ht—1(zi), hi—1(z;))} an

c€Cy¢ old
For each "O" sample z;, we then relabel it with
Thyn by:

S :{S(hz_l(:ﬂi),ht_l(l'c)) | Te € Me,c € Ct,old}
yi =argmaxS, ifmaxS > Thyn a2

Since the class discrimination of old entity
classes keep declining during incremental learn-
ing, the older task needs a lower threshold for
relabeling sufficient samples. Therefore, we set
Bi = 0.98 — 0.05 * (t — i) for each old task 4,
where ¢ is the current step.

4.3 Classifying with NCM Classifier

To make full use of the learnt representations, we
adopt the Nearest Class Mean (NCM) classifier
used in (Rebuffi et al., 2017) for classification,
which is also widely applied in few-shot learning
(Snell et al., 2017). For each sample z, the class
prediction is calculated by:

y" = argmax s(hi(x), pe) (13)
cecght
where p. is the prototype of class c calculated with

the exemplars as the same in Eq.8.
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Methods Step O | Step1 | Step2 | Step3 | Step4 | StepS | Step 6 | Step7 | Step 8 | Step 9 | Step 10
Full Data | 7545 | 72.62 | 7172 | 69.39 | 68.92 | 68.59 | 67.55 | 66.92 | 66.50 | 66.83 | 66.33
LwF 75.56 | 56.98 | 48.11 | 40.08 | 34.30 | 33.40 | 29.37 | 31.63 | 27.30 | 30.14 | 24.98
SCR 75.14 | 57.39 | 48.73 | 4547 | 42776 | 40.94 | 37.75 | 37.49 | 33.59 | 3451 29.54
iCaRL 74.89 | 55.76 | 51.47 | 46.72 | 4498 | 43.85 | 42.63 | 4191 | 40.54 | 4333 | 4227
Con. NER 75.62 | 5529 | 42.65 | 3592 | 32.55 | 30.55 | 26.20 | 27.90 | 2537 | 28.23 | 25.17
Con. NER* 75.63 | 59.89 | 49.82 | 4223 | 36.02 | 36.44 | 3392 | 32.15 | 31.09 | 31.68 | 28.05
Ours (NN) 75.73 | 65.42 | 62.17 | 5698 | 55.55 | 52.79 | 51.10 | 49.85 | 47.15 | 49.40 | 47.59
Ours (Proto) | 75.73 | 6498 | 62.19 | 57.08 | 55.56 | 54.47 | 5290 | 52.16 | 51.05 | 52.73 | 51.16

Table 2: Main results of the proposed method and baselines on Few-NERD dataset.

For each model, we repeat

incremental learning experiments on three different task orders and report the averages of the micro-fl scores.
Detailed results on each task order can be found in Appendix A.4.

5 Experiment

Previous works (Monaikul et al., 2021; Xia et al.,
2022; Wang et al., 2022) on class-incremental
NER conducted experiments on the CoNLL 2003
(Sang and De Meulder, 2003) and OntoNotes 5.0
(Weischedel et al., 2013) datasets. However, due
to the limited class number of these datasets, the
class number introduced in each step and the total
number of incremental steps in these datasets are
limited. For instance, there are only four classes
in the CoNLLO03 dataset, thus only one class is
introduced in each step and there are only four
incremental tasks to repeat. In more realistic situ-
ations, multiple classes can be introduced in each
step (e.g., a set of product types) and there can be
a larger number of incremental steps.

In this work, we provide a more realistic
and challenging benchmark for class-incremental
NER based on the Few-NERD dataset’ (Ding
et al., 2021), which contains 66 fine-grained entity
types. Following the experimental settings of pre-
vious works (Rebuffi et al., 2017; Wu et al., 2019;
PourKeshavarzi et al., 2021; Madaan et al., 2021),
we randomly split the 66 classes in Few-NERD
into 11 tasks, corresponding to 11 steps, each of
which contains 6 entity classes and an "O" class.
The training set and development set of each task
T¢ contains sentences only labeled with classes of
the current task. The test set contains sentences
labeled with all learnt classes in task {0...t}. The
statistics and class information of each task order
can be found in Appendix A.6.

5.1 Experimental Settings

The main experiments in this work are conducted
on the Few-NERD datasets. Specifically, for each

*https://ningding97.github.io/fewnerd/

model, we repeat incremental experiments on three
different task orders and report the averages of the
micro-f1 score. To further illustrate the proposed
method on different datasets, we also conduct ex-
periments on the OntoNotes 5.0 dataset (by split-
ting 18 classes into 6 tasks) in the same way.

We compare our method with 7 comparable base-
lines. Full Data denotes Bert-tagger (Devlin et al.,
2019) trained with datasets annotated with both
old and new classes, which can be regarded as
an upper bound. LwF (Li and Hoiem, 2017) is a
regularization-based incremental learning method.
iCaRL (Rebuffi et al., 2017) is a typical rehearsal-
based representation learning method. SCR (Mai
et al., 2021) is also an effective rehearsal-based
contrastive learning method with an NCM classi-
fier. Con. NER or Continual NER (Monaikul
et al., 2021) is the previous SOTA method on class-
incremental NER. Con. NER¥* is Continual NER
trained with exemplars and tested with NCM classi-
fier. For our method, Ours (NN) and Ours (Proto)
denote our method using NN-based and prototype-
based strategies, respectively.

The implementation details of baselines and our
method, the dataset details, and the detailed macro-
f1 and micro-f1 results of different task orders can
be found in Appendix A.1, A.4, A.5 and A.6.

5.2 Main Results

Table 2 show the results of the proposed method
and baselines on the Few-NERD dataset. From
the results, we can observe that: (1) The results
of Full Data, which leverages all class annota-
tions for training, is relatively consistent. (2) Al-
though Continual NER has shown good perfor-
mance on CoNLLO03 or OntoNotes 5.0 datasets, its
performance is limited on this more challenging
benchmark, when encountering multiple classes
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Methods Step0 | Step1 | Step2 | Step3 | Step4 | Step5
Full Data | 92.42 | 90.93 | 89.71 | 89.41 | 88.30 | 87.40
LwF 92.15| 82.79 | 74.60 | 65.96 | 57.90 | 56.37
SCR 92.04 | 84.80 | 80.53 | 78.67 | 76.48 | 76.05
iCaRL 92.49 | 84.89 | 79.65 | 80.03 | 78.76 | 77.14
Con. NER | 92.02 | 79.90 | 69.89 | 69.48 | 64.47 | 60.49
Con. NER* |92.09 | 80.23 | 72.23 | 70.88 | 66.65 | 61.48
Ours (NN) |92.39 | 87.72 | 86.60 | 86.83 | 85.64 | 82.98
Ours (Proto) | 92.39 | 87.41 | 86.87 | 86.42 | 85.63 | 83.18

Table 3: Main results of the proposed method and base-
lines on OntoNotes 5.0 dataset. We report the averages
of the micro-f1 scores of three task orders.

and more incremental steps. (3) The proposed
method shows up to 10.62% improvement over
baselines, and consistently exceeded the baselines
by about 10% even in the later steps, verifying the
advantages of the learnt representations. (4) The
prototype-based relabeling strategy is more stable
than the NN-based strategy especially in the later
steps. A possible reason is that using the mean
vector of exemplars for relabeling is more reliable
than using each of the exemplars.

We also conduct experiments on the OntoNotes
dataset to further illustrate our method. As shown
in Table.3, the results of all methods improve on the
less challenging setting, yet the proposed method
still significantly outperforms all the baselines.

Effect of Relabeling Threshold
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Figure 5: Effect of different relabeling threshold 7prot0
and entity threshold 7cy¢41y. All results are based on the
prototype-based method on Few-NERD task order 1.

5.3 Ablation Studies

To further illustrate the effect of each component
on our method, we carry out ablation studies on
Few-NERD task order 1 and show the micro-f1 and
macro-f1 results in Figure 6. Here, Normal SCL
means applying the normal SupCon Loss on both

Ablation Studies

~0- iCaRL
35 - Con. NER* ™~
~/\— Ours (proto)

—/\— Ours (proto) X2
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1 2 3 4 5 6 7 8 9 10
Step number

Macro-f1 score

w
o

Figure 6: Ablation studies on each component of the
proposed method on Few-NERD task order 1. The
upper and the bottom figure shows the micro-fl and
macro-f1 score, respectively.

entity classes and "O" without the entity-aware con-
trastive learning. Similarly, Normal SCL w/o "O"
means applying the normal SupCon Loss only on
entity classes. Normal SCL w/o relabeling means
applying the normal SupCon Loss without relabel
(not using any of our methods). (Both Normal SCL
and Normal SCL w/o "O" adopt prototype-based re-
labeling) w/o relabel denotes using the entity-aware
contrastive learning without relabeling.

From the result, we can see that: (1) Both the re-
labeling strategy and entity-aware contrastive learn-
ing contributes to high performance. (2) The perfor-
mance of normal SCL without the entity-aware con-
trastive learning and the relabeling strategy is even
worse than iCaRL, indicating that inappropriately
learning "O" representations can harm performance.
(3) Comparing the micro-f1 and macro-f1 results,
we find that the relabeling strategy contributes less
to the micro-f1 results. As the micro-f1 results are
dominated by head classes with a larger amount
of data, we deduce that entity-aware contrastive
learning is more useful for head classes (which
also appears more in "O"). Also, as the relabeling
strategy is based on the distance between repre-
sentations, the results indicate its effectiveness for
both head classes and long-tailed classes.

5.4 Effect of Threshold Selection

Fig.5 shows the results of different hyperparameter
choices for threshold calculation. The upper figure
refers to the relabeling threshold 7 hpyor0, Which
we set 5; = 0.98 — 0.05 * (t — i) for each task
t in step ¢. In this experiment, we tried different
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Figure 7: Distributions of prediction errors of the pro-
posed method and the Full Data baseline in step 6.
Compared to Fig.2, the confusion between "O" and enti-
ties is largely mitigated, even comparable to Full Data.

strategies for setting the threshold (bata=0.9 means
8 = 0.9, (0.95,-0.05) means 3; = 0.95 — 0.05 x
(t — 7)). We find that the performance is relatively
stable w.r.t different choices, and a lower threshold
seems more helpful. 4

In the bottom figure, we also tested for different
Tentity choices, which we simply set as the median
(0.5) of class similarities. As seen, the performance
is also robust to different choices.

5.5 Mitigating the Unlabeled Entity Problem

To demonstrate the effectiveness of the proposed
method on mitigating the Unlabeled Entity Prob-
lem, we conduct the same experiments as in Section
3. Comparing Fig.7 to Fig.2, we can see that the
proposed method largely reduce the confusion be-
tween "O" and entities, contributing to much fewer
error predictions. Comparing Fig.8 to Fig.3 (b), we
find that the proposed method learns discrimina-
tive representations for the old classes despite the
impact of incremental learning.

6 Related Works

6.1 Class-incremental Learning

There are two main research lines of class-
incremental learning: (1) Rehearsal-based meth-
ods are the most popular and effective methods,
which keeps a set of exemplars from the old classes.
Typical researches include regularization-based
methods that reduces the impact of new classes
on old classes (Chaudhry et al., 2019; Riemer
et al., 2019); methods that aim to alleviate the
biased prediction problem in incremental learn-
ing (Zhao et al., 2020; Hou et al., 2019); meth-
ods that replay with generative exemplars (Kamra
et al., 2017; Ostapenko et al., 2019; Ramapuram

“We further test the relabeling accuracy in Appendix A.3.

The Proposed Method, step 5

e« building-library (tas|
building-other (task 0) ©  organization-religion (task 0)
©  building-hotel (task 1) « organization-sportsteam (task 0)

Figure 8: Visualization of the representation of the pro-
posed method in step 5, as a comparison to Fig.3 (b).
The proposed method learns much more discriminative
representations for the old classes.

et al., 2020). (2) Regularization-based methods
aim to regularize the model learning without main-
taining any memory. Typical methods include
knowledge distillation-based methods (Zhang et al.,
2020; Hou et al., 2019) and gradient-based methods
that regularize the model parameters (Kirkpatrick
et al., 2017; Schwarz et al., 2018; Aljundi et al.,
2018). These methods, when directly applied to
incremental-NER, do not consider the Unlabeled
Entity Problem, thus show limited performance.
Nonetheless, these methods are essential references
for us to improve class-incremental NER.

6.2 Class-incremental Learning for NER

Previous works have explored the class-
incremental problems in NER (Monaikul
et al., 2021; Wang et al., 2022; Xia et al., 2022).
These methods generally care about maintaining
old knowledge. Monaikul et al. (2021) propose a
knowledge distillation-based method for learning
old classes in "O". Wang et al. (2022) and Xia
et al. (2022) propose method to generate synthetic
samples for old classes. Among these studies, we
are the first to comprehensively investigate the
Unlabeled Entity Problem and propose solutions
that benefits both the old classes and new classes.
We also provide a more realistic benchmark.

6.3 Learning "O" for NER

Many previous works have also explored "learn-
ing ’O’" in NER (Tong et al., 2021; Li et al., 2021,
2022; Monaikul et al., 2021; Wang et al., 2022;
Ma et al., 2022b). There are three typical lines of
work: (1) Tong et al. (2021) solves the “O” prob-
lem for few-shot NER. It proposes a multi-step
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undefined-class detection approach to explicitly
classify potential entity clusters in “O”, which is
similar to our core idea. Different from (Tong et al.,
2021), we integrate the clustering and detection of
potential entity clusters implicitly into representa-
tion learning, through a novel design for anchor
and positive selection in contrastive learning. To
our best knowledge, we are the first to explore the
“O” problem in NER with representation learning.
(2) There also exist other works that study the unla-
beled entity problem (Li et al., 2021, 2022) in NER.
These works focus more on avoiding false-negative
samples during training and are not specifically de-
signed for distinguishing potential entity classes.
(3) The ‘O’ problem is also considered by previ-
ous works in class-incremental NER (Monaikul
et al., 2021; Wang et al., 2022), yet they mainly
focus on distilling old knowledge from “O”. Our
work provides new insight on the “O” problem (or
unlabeled entity problem) by comprehensively con-
siders the old classes and new classes, with detailed
experimental results.

7 Conclusion

In this work, we first conduct an empirical study
to demonstrate the significance of the Unlabeld
Entity Problem in class-incremental NER. Based
on our observations, we propose a novel and ef-
fective representation learning method for learning
discriminative representations for "O" and unla-
beled entities. To better evaluate class-incremental
NER, we introduce a more realistic and challenging
benchmark. Intensive experiments demonstrate the
effectiveness and show the superior of the proposed
method over the baselines.

8 Limitations

The limitations of this work are: (1) In this work,
we expect to consider more realistic and more ap-
plicable settings for class-incremental NER. There-
fore, we consider the Unlabeled Entity Problem
and provide a more realistic benchmark based on
66 fine-grained entity types. However, there re-
main some more serious situations unsolved in
this work. First, the entity classes in each step
might not be disjoint. For example, a new entity
type "Director” might be included in an old en-
tity type "Person”. This problem is referred to
as the coarse-to-fine problem existing in emerg-
ing types of NER. Second, the amount of data or
labeled data introduced in each step can also be

limited, referring to the few-shot class-incremental
problem. Therefore, the proposed method can be
further improved to solve these problems. Third,
the current version of the proposed method cannot
handle the nested NER or contiguous NER prob-
lems. In the current version, we simply followed
typical works in NER and adopted the sequence la-
beling scheme to model the NER task, which is not
suitable for more complicated NER tasks. Nonethe-
less, as the proposed representation learning and
re-labeling methods are agnostic to the formation
of representations, we believe our method can also
be adapted to a span-level version, which might
be future works. (2) The proposed method is a
rehearsal-based method that requires keeping ex-
emplar sets for each class. Although the number of
exemplars for each class is really small, we believe
there can be more data-efficient solutions that to-
tally avoid the need of memorizing data and also
achieve good results. (3) The proposed method in-
cludes several hyper-parameters such as the entity
threshold Ty tity, relabeling threshold 7y and
T hyroto- Although we have shown that the choice
of thresholds is relatively robust (Sec.5.4), it still
requires efforts to explore the most suitable thresh-
olds when applied to other datasets or situations.
There can be further work to improve this problem
by formulating an automatic threshold searching
strategy.
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A Appendix

A.1 Implementation Details

We implemented the proposed method and all
baselines based on the bert-base-cased pretrained
model using the implementation of huggingface
transformers °. For our method, we implement
the SupCon loss based on the implementation in
the SupContrast library®. For LwF and iCaRL,
we follow the implementations of (Masana et al.,
2020) . For SCR, we follow the implementation of
the online-continual-learning library®. There is no
public source of Continual NER, so we implement
based on the paper (Monaikul et al., 2021) and re-
port the results of our implementation. At each step,
we trained the model for 16 epochs and selected
the best model on the dev set. For all methods, we
use a learning rate of Se-5, batch size of 16 and the
max sequence length of 128. For our method, we
start entity-aware contrastive learning for "O" with
Lscr,o at the 10-th epoch and train it for 6 epochs
at each step. We conducted all experiments on on
NVIDIA GeForce RTX 3090.

Construction of the exemplar set For all
rehearsal-based method, we keep 5 exemplars for
each class, each of which consist of one entity word
and its context. The exemplar words of each class
are selected by picking the most high-frequency
words of each class in the dataset. For each ex-
emplar word, we randomly pick one sentence that
contains this word as its context. We use the same
exemplar set for all methods.

A.2 Performance on Old and New Classes

In figure 9, we show the performance change of
different methods on old classes and new classes.
As seen, the proposed method can maintain the per-
formance of old classes in a higher degree, which
mainly attributes to the relabeling strategy. Mean-
while, the entity-aware contrastive learning method
also helps to keep the discrimination of old classes
in "O". Also, the proposed method is more ef-
fective on learning the new classes than baseline
methods, with a highest improvement of 6.01% in
the last step. These results indicate the effective-
ness of entity-aware contrastive learning, which
helps learn fine-grained and entity-aware represen-

Shitps://github.com/huggingface/transformers
Shttps://github.com/HobbitLong/SupContrast
"https://github.com/mmasana/FACIL
8https://github.com/RaptorMai/online-continual-learning
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Figure 9: The performance change on old classes and
new classes during incremental learning.

tations for "O", preventing the potential classes
from confusing with "O" and other similar classes.

Steps ‘ Precision ‘ Recall | Micro-f1

Prototype-based relabeling

Step 1 56.61 99.04 72.04
Step 4 62.24 84.29 71.61
Step 7 74.92 70.82 72.81

Prototype-based relabeling (5 = 0.9)
Step 1 52.52 99.16 68.67
Step 4 61.61 73.72 67.12
Step 7 79.40 67.63 73.05

NN-based relabeling

Step 1 60.08 98.78 74.71
Step 4 64.81 81.32 72.14
Step 7 74.56 76.55 75.54

Table 4: Relabeling statistics of different strategies.

A.3 Relabeling Statistics

We examine the token-level micro-f1 scores of dif-
ferent relabeling strategies based on the gold la-
beled data of each step on Few-NERD task or-
der 1. The results are shown in Table 4. We
find that: (1) The proposed relabeling strategies
can achieve acceptable relabeling accuracy, which
greatly helps for retaining the knowledge of old
classes and improving representation learning for
potential classes. (2) Using a fixed (3 leads to higher
recall and lower precision in earlier steps, as well
as lower recall in later steps. This might because
the convergence degree of old classes decrease in
later step, thus a fixed threshold will relabel lim-
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ited number of old class samples. (3) Compared to
prototype-based method, the NN-based method has
slightly lower recall and higher precision in earlier
steps, which might correspond to its slightly higher
performance in earlier steps on Few-NERD task
order 1 (Table 5).

A.4 Detailed Results on Few-NERD

The detailed results on the Few-NERD datasets
are shown in Table 5 (task order 1), Table 6 (task
order 2), Table 7 (task order 3). In each table, the
numbers in black denote the micro-f1 scores and
the numbers in green denote the macro-f1 scores.
The proposed method surpass all baseline methods
in all task orders.

A.5 Detailed Results on OntoNotes 5.0

We also conduct experiments on OntoNotes 5.0°
by randomly splitting the 18 entity classes into 6
tasks, each of which contains 3 entity classes and a
"O" class. The detailed results on the OntoNotes
datasets are shown in Table 8 (task order 1), Table
9 (task order 2), Table 10 (task order 3). In each
table, the numbers in black denote the micro-f1
scores and the numbers in green denote the macro-
f1 scores. The proposed method surpass all base-
line methods in all task orders.

A.6 Dataset Details

The dataset details of Few-NERD are shown in Ta-
ble 11 (task order 1), Table 12 (task order 2), Table
13 (task order 3). The dataset details of OntoNotes
5.0 are shown in Table 14 (task order 1), Table 15
(task order 2), Table 16 (task order 3).

*https://catalog.ldc.upenn.edu/license/Idc-non-members-
agreement.pdf
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Methods StepO | Step1 | Step2 | Step3 | Stepd4 | Step5S | Step6 | Step7 | Step8 | Step9 | Step 10
Full Data 73.30 | 68.73 68.02 | 66.21 66.60 | 68.79 | 68.40 | 6729 | 67.44 | 66.61 66.35
71.51 66.21 67.14 | 6579 | 6520 | 6192 | 61.83 60.24 | 60.83 59.93 60.32
LwF 7347 | 47.63 | 4296 | 31.85 28.98 39.73 3464 | 37.66 | 34.16 | 32.23 25.47
71.25 | 42.69 | 40.58 31.19 27.01 18.97 19.57 17.31 18.49 17.23 15.25
SCR 73.21 50.74 | 5144 | 4041 41.73 | 49.07 | 4552 | 42.88 | 40.50 | 35.80 30.47
70.56 | 46.38 | 49.86 | 42.67 39.75 37.27 35.15 32.98 2990 | 29.12 27.86
iCaRL 72.69 | 48.50 | 48.72 | 43.50 | 4397 | 5032 | 4843 | 46.60 | 45.88 45.5 43.30
70.71 46.66 | 48.41 4484 | 44.04 | 42.09 | 40.65 37.82 | 38.45 38.24 38.05
Con.NER 7342 | 47.02 | 43.09 | 3586 | 36.47 | 4479 | 37.49 | 37.08 36.43 35.24 27.04
: 7145 | 4293 39.87 34.82 34.60 | 30.73 2490 | 2091 2220 | 2253 20.33
Con.NER* 73.56 | 55.84 | 46.27 | 38.71 37.34 | 4420 | 41.61 39.34 | 38.23 37.44 34.19
: 7190 | 5237 | 4591 39.33 39.02 3491 31.49 28.10 | 28.06 | 29.48 29.91
Ours (NN) 74.04 | 59.22 | 59.08 | 52.18 | 53.24 | 60.51 | 57.81 | 55.41 | 53.61 49.44 46.93
71.94 | 5740 | 5836 | 54.64 | 5335 | 52.87 | 50.60 | 48.48 | 47.97 | 45.30 44.80
Ours (Proto) 74.04 | 59.12 | 59.07 | 5294 | 52.69 | 59.93 | 5699 | 55.14 | 54.39 | 53.00 50.72
71.94 | 57.35 58.18 | 55.24 | 52.75 52.50 | 49.89 | 48.13 48.50 | 47.33 46.21

Table 5: Detailed results of Few-NERD task order 1. The numbers in black are the micro-f1 scores and the numbers

in green are the macro-f1 scores.

Methods Step0 | Step1 | Step2 | Step3 | Step4 | StepS | Step6 | Step7 | Step8 | Step9 | Step 10
Full Data 82.26 78.9 77.47 | 73.02 | 71.57 | 69.10 | 68.08 | 67.67 | 6732 | 66.48 66.29
68.47 68.24 | 68.11 63.38 | 63.26 | 61.19 60.72 61.05 60.31 60.12 60.26
LwF 82.33 67.39 | 5559 | 49.60 | 37.25 3090 | 28.86 | 32.30 | 29.35 27.86 23.57
68.15 53.57 | 4270 | 34.89 | 26.02 | 22.06 18.49 16.71 15.63 14.24 12.35
SCR 81.95 67.68 | 50.66 | 5098 | 42.82 | 34.78 34.11 3790 | 31.68 29.40 23.82
66.04 | 53.06 | 4386 | 41.92 31.19 | 29.55 29.48 30.00 | 26.78 24.95 22.80
iCaRL 81.91 66.01 56.73 51.19 | 45.16 | 40.64 | 41.05 | 4152 | 41.13 | 41.58 41.50
! 67.28 52.06 | 44.50 | 40.92 39.07 37.61 38.34 | 37.10 | 37.22 | 37.64 38.07
Con.NER 82.44 | 66.55 | 4294 | 38.07 | 29.65 24.31 22.07 | 2591 2459 | 23.62 23.35
: 68.91 53.03 35.11 31.56 26.61 23.20 19.22 18.13 17.80 15.96 17.73
Con.NER* 82.38 | 68.89 | 5638 | 4842 | 37.71 33.76 | 33.81 2943 | 29.84 | 28.89 26.75
: 68.88 55.10 | 44.16 39.21 35.69 32.16 | 30.21 25.66 | 28.06 | 26.39 26.92
Ours (NN) 8232 | 7327 | 6796 | 62.07 | 57.49 | 47.27 | 48.95 | 52.33 | 49.75 | 49.44 49.75
68.29 | 60.79 | 5597 | 5271 | 50.28 | 46.88 | 47.08 | 4534 | 46.58 | 44.72 4417
Ours (Proto) 8232 | 7297 | 6838 | 61.64 | 56.75 51.30 | 53.33 | 5344 | 52.75 | 52.20 52.10
68.29 | 59.84 | 56.07 | 5236 | 49.74 | 47.26 | 47.73 | 47.67 | 46.72 | 46.50 46.06

Table 6: Detailed results of Few-NERD task order 2. The numbers in black are the micro-f1 scores and the numbers

in green are the macro-f1 scores.
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Methods StepO | Step1 | Step2 | Step3 | Stepd4 | Step5S | Step6 | Step7 | Step8 | Step9 | Step 10
Full Data 70.79 | 7024 | 69.68 | 6894 | 68.58 | 67.87 | 66.16 | 65.81 64.74 | 67.40 66.35
72.21 69.30 | 68.62 | 63.63 64.17 | 63.84 | 6330 | 63.25 62.18 61.09 60.47
LwF 70.87 | 55.91 4579 | 38.79 | 36.68 | 29.58 | 24.61 24.93 18.39 | 30.32 25.90
72.12 | 49.67 36.79 | 27.59 27.72 | 24.37 19.31 20.93 18.43 16.06 14.51
SCR 70.25 53.74 | 44.09 | 45.02 | 43.72 | 38.98 33.62 | 31.70 | 28.60 | 38.33 34.32
7047 | 5434 | 4322 35.97 36.57 33.32 31.56 | 31.11 2849 | 27.76 26.76
iCaRL 70.07 | 52.78 | 48.98 | 4548 | 45.81 40.57 3842 | 37.60 | 34.60 | 4292 42.00
70.64 | 52.63 | 47.93 | 40.26 | 40.20 | 38.33 38.36 | 38.4l1 37.74 | 37.73 38.25
Con.NER 70.98 | 52.28 | 41.93 33.84 | 31.51 22.54 19.05 | 20.70 15.10 | 25.85 25.13
: 72.82 | 48.64 | 36.63 21.51 22.83 20.34 16.07 17.23 15.81 11.25 11.51
Con.NER* 70.95 5495 | 46.81 39.57 | 33.03 3136 | 2634 | 27.68 2522 | 28.71 23.20
: 72.71 54.01 44.32 32.84 | 31.78 | 29.89 27.08 27.84 | 26.25 19.18 20.75
Ours (NN) 70.84 | 63.77 | 5947 | 56.68 | 5593 50.58 | 46.54 | 41.80 | 38.09 | 49.31 46.10
72.35 63.73 | 58.15 | 51.87 | 51.64 | 5037 | 47.79 | 43.92 | 43.86 | 44.58 44.62
Ours (Proto) 70.84 | 62.85 59.12 | 56.66 | 57.23 | 52.18 | 48.38 | 4791 | 46.02 | 52.99 50.68
72.35 62.23 57.54 | 5232 | 53.80 | 51.79 | 49.97 | 5042 | 49.21 49.25 48.11

Table 7: Detailed results of Few-NERD task order 3. The numbers in black are the micro-f1 scores and the numbers

in green are the macro-f1 scores.

Methods Step0 | Step1 | Step2 | Step3 | Step4 | Step S
Full Data 93.71 | 91.07 | 90.97 | 90.38 | 88.93 | 87.47
84.82 | 8245 | 78.11 | 7836 | 77.02 | 76.97
LwF 93.28 | 86.63 | 73.58 | 73.60 | 71.70 | 64.24
84.74 | 77.11 | 63.58 | 61.68 | 53.73 | 52.86
SCR 9336 | 89.28 | 86.10 | 82.81 | 81.98 | 78.47
81.71 | 7559 | 71.50 | 69.06 | 67.28 | 66.75
(CaRL 93.62 | 87.78 | 7891 | 79.60 | 76.52 | 75.33
84.21 | 78.09 | 6535 | 68.64 | 65.08 | 65.07
93.16 | 8325 | 70.90 | 71.59 | 60.26 | 63.15
Con.NER 83.62 | 71.99 | 59.90 | 59.01 | 50.13 | 48.28
9324 | 83.53 | 73.81 | 7225 | 64.03 | 62.42
*
Con.NER 83.46 | 7251 | 6029 | 59.04 | 51.00 | 52.38
93.69 | 89.23 | 88.47 | 87.55 | 86.45 | 83.15
Ours (NN) 8339 | 7895 | 73.49 | 7149 | 7128 | 70.32
Ours (Proto) | 9309 | 8953 | 88.50 | 87.50 | 8620 | 84.02
8339 | 79.84 | 7433 | 72.92 | 70.78 | 72.19

Table 8: Detailed results of OntoNotes task order 1. The numbers in black are the micro-f1 scores and the numbers

in green are the macro-f1 scores.
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Methods StepO | Step1 | Step2 | Step3 | Step4 | Step 5
Full Data 94.92 | 92.07 | 9024 | 89.94 | 88.92 | 87.33
9285 | 78.90 | 78.54 | 77.84 | 77.97 | 77.27
LwF 95.29 | 80.10 | 77.75 | 78.88 | 58.99 | 56.81
93.19 | 59.83 | 60.18 | 61.11 | 47.86 | 46.95
SCR 94.63 | 81.37 | 83.97 | 84.39 | 8340 | 79.76
9133 | 61.60 | 63.79 | 6347 | 62.55 | 61.78
(CaRL 9534 | 84.37 | 81.09 | 81.86 | 82.60 | 78.91
92.80 | 69.30 | 65.60 | 65.79 | 67.94 | 66.23
94.81 | 7422 | 7215 | 72.68 | 7337 | 66.37
Con.NER 92.13 | 5544 | 52.84 | 55.07 | 53.51 | 51.20
94.99 | 74.66 | 72.80 | 74.11 | 74.28 | 66.09
£
Con.NER 9245 | 5563 | 5323 | 56.07 | 5570 | 5245
Ours (NN) 94.65 | 85.87 | 86.17 | 87.80 | 86.97 | 83.40
9272 | 69.93 | 69.86 | 7234 | 72.68 | 70.21
Ours (Proto) | 9465 | 8533 | 8679 | 87.13 | 8671 | 8275
9272 | 69.65 | 7123 | 71.89 | 71.72 | 68.89

Table 9: Detailed results of OntoNotes task order 2. The numbers in black are the micro-f1 scores and the numbers
in green are the macro-f1 scores.

Methods Step0 | Step1 | Step2 | Step3 | Step4 | Step S
Full Data 88.64 | 89.64 | 8791 | 87.93 | 87.05 | 87.39
86.15 | 79.89 | 76.82 | 78.15 | 76.80 | 76.24
LwF 87.88 | 81.65 | 72.46 | 4539 | 43.01 | 48.05
8536 | 6578 | 55.52 | 44.41 | 47.94 | 46.83
SCR 88.13 | 83.76 | 71.53 | 68.83 | 64.05 | 69.93
85.00 | 68.72 | 59.03 | 61.20 | 60.30 | 58.20
(CaRL 92.49 | 84.89 | 79.65 | 80.03 | 78.76 | 77.14
87.56 | 72.97 | 6595 | 67.17 | 67.09 | 65.86
88.08 | 8224 | 66.63 | 64.16 | 59.78 | 51.94
Con.NER 8522 | 66.33 | 57.53 | 5172 | 4832 | 42.58
88.03 | 8248 | 70.09 | 66.28 | 61.64 | 5593
*
Con.NER 8496 | 6632 | 57.84 | 5593 | 5094 | 46.77
88.82 | 88.05 | 85.15 | 85.15 | 83.50 | 82.38
Ours (NN) 86.33 | 7586 | 71.62 | 73.08 | 73.04 | 69.71
Ours (Proto) | 5582 | 8735 | 8531 | 8465 | 83.99 | 8278
86.33 | 73.51 | 70.08 | 7121 | 7325 | 69.89

Table 10: Detailed results of OntoNotes task order 3. The numbers in black are the micro-f1 scores and the numbers
in green are the macro-f1 scores.
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Task Entity Class # Train | # Dev | # Test
1 ,[ bl..nl(.hng—hbra’ry, s orggnl;atlon—§h9w?r$anlza§10n‘, other—award’, 18435 2656 5296
building-other’, ’organization-religion’, ’organization-sportsteam’]
2 [ person-pohtlclan’, art-painting’, ’e\jent'-d%saster , ’organlzatlon-other s 18966 2788 | 10267
product-weapon’, *building-hotel’]
3 [,event-sportser:n,t s ot'her-chemlcfdlt,hl,ng s ar.t-yvrlttejnar,t s 11973 1652 13055
product-game’, "location-mountain’, ’other-livingthing’]
[’location-island’, ’person-scholar’, *building-restaurant’,
4 ’other-astronomything’, building-airport’, ’product-other’] 9448 1326 | 15178
[’location-road/railway/highway/transit’, *other-educationaldegree’,
s “building-sportsfacility’, *event-election’, ’person-actor’, *art-film’] 10295 1477 | 17254
[’location-other’, *product-ship’, organization-politicalparty’,
6 "person-soldier’, ’location-GPE’, *other-god’] 47648 6941 24429
[’event-attack/battle/war/militaryconflict’, ’organization-sportsleague’,
7 “building-theater’, *organization-education’, "product-train’, *other-medical’] 13237 1852 1 25631
8 [ event—grotest_, p_erson—other . Eroduct—c}ar s a}rt—other s 30899 4416 | 29014
organization-company’, ’other-disease’]
9 [ othe,r—blologythmg , persc:n:artlst/author , l’ogatlon—bodlesof,water , 21794 3114 | 31036
art-broadcastprogram’, *other-language’, ’person-athlete’]
[’product-airplane’, ’art-music’, *product-software’,
10 “event-other’, "location-park’, *organization-media/newspaper’ ] 11963 1706 | 31874
1 [ o’ther-CL.lrre.ncy , “person-director’, bulldmg-h(’)sl’)ltal s other-le}w s 9787 1443 32565
organization-government/governmentagency’, ’product-food’]
Table 11: Details of Few-NERD task order 1.
Task Entity Class # Train | # Dev | # Test
[’location-GPE’, ’event-sportsevent’, *organization-showorganization’,
1 ’event-attack/battle/war/militaryconflict’, ’art-other’, *product-car’] 48730 7060 | 13963
2 [ lo?atlon—bodle.s.ofwztte’r , per§op—sch.ola’r . person—a?tlst/aufhor s 21523 3183 | 17477
person-politician’, *other-livingthing’, *product-airplane’]
[’product-other’, ’art-music’, ’location-island’,
3 ’person-athlete’, *building-airport’, “building-hotel’] 15257 2169 | 19805
4 [ person-’soldler. s §Vent-0th?r’, proc.iuct.-softwa!rfz R event’-electlon s 17967 2531 22192
organization-other’, organization-politicalparty’]
5 [ other—a;lward , art-film’, f)rgfm,lzatlon—gover,m?ent/gove.rnmen,tagency , 12258 1792 | 23841
other-astronomything’, ’person-actor’, *person-director’]
[’event-protest’, "building-library’, *art-broadcastprogram’,
6 *other-educationaldegree’, *organization-sportsleague’, "location-other’] 191 1620 | 25125
[product-game’, ’event-disaster’, *product-train’,
7 *building-other’, *other-disease’, *building-hospital’] 11243 1 1578 | 26473
8 . [ product-s’hl,p , Ot.her-.currency , art:p'funtlng , , 28035 4055 | 29113
product-weapon’, *organization-sportsteam’, “person-other’]
[’other-god’, *art-writtenart’, *other-chemicalthing’,
9 ’organization-education’, ’other-medical’, “building-restaurant’] 11390 1631 | 30302
10 [ bullc’img—spo.rtsfacﬂlt.y . b’u11d1ng—th'eater ;- o_rga’m’zatlon—cor{lpany , 16806 2333 | 31810
other-biologything’, ’organization-religion’, ’other-law’]
[’location-mountain’, ’location-road/railway/highway/transit’,
1 ’organization-media/newspaper’, "location-park’, *product-food’, *other-language’] 11256 1594 1 32565

Table 12: Details of Few-NERD task order 2.
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Task Entity Class # Train | # Dev | # Test
[organization-other’, ’art-film’, ’product-weapon’,
1 *building-sportsfacility’, ’person-soldier’, ’organization-company’]] 24344 377 6860
[’person-actor’, *product-other’, ’person-athlete’,
2 “building-theater’, ’organization-media/newspaper’, ’event-other’] 18381 2603 | 11276
[’ event-attack/battle/war/militaryconflict’, *organization-showorganization’
3 “other-livingthing’, *other-language’, ’art-broadcastprogram’, *product-ship’] 102711 1504 1 13318
4 [’other-award’, "location-road/railway/highway/transit’,’event-election’, 25634 3748 18354
’event-protest’, “person-other’, *art-painting’]
[’other-medical’, *other-chemicalthing’, *product-airplane’,
S ’art-music’, *organization-education’, ’location-bodiesofwater’] 14767 2148 20948
[’ other-astronomything’, *building-library’, ’organization-sportsteam’,
6 ’product-food’, *building-restaurant’, *person-politician’] 15831 2302 | 23476
[’ other-biologything’, "location-mountain’, ’location-other’,
7 ’building-airport’, *other-currency’, *other-educationaldegree’] 12075 1723 1 25509
8 [’ organization-politicalparty’, *product-car’, ’building-hotel’, 14431 2089 | 27139
’location-island’, *person-artist/author’, ’other-law’]
[’product-train’, ’organization-government/governmentagency’, *other-disease’,
9 "person-director’, "location-park’, *event-disaster’] 9792 1388 | 28142
[’art-writtenart’, *other-god’, "art-other’, ’organization-sportsleague’,
10 *organization-religion’, ’location-GPE’] 47410 6902 | 31564
[’product-game’, *product-software’, ’person-scholar’,
1 ’event-sportsevent’, “building-hospital’, *building-other’] 15549 2157 | 32565
Table 13: Details of Few-NERD task order 3.
Task Entity Class ‘ # Train | # Dev ‘ # Test
1 | [PRODUCT’,’GPE’,’CARDINAL’] | 15119 | 2149 | 2124
2 | [QUANTITY’, 'DATE’, "LANGUAGE’] | 9561 | 1335 | 2883
3 [’PERSON’, "LAW’, "LOC’] | 13424 | 1725 | 3852
4 | [ORDINAL’,’PERCENT’,’EVENT’] | 3259 | 460 | 4002
5 | [’NORP’, ’FAC’, 'TIME’] | 6913 | 949 | 4291
6 | MONEY’,”WORK_OF_ART’JORG’] | 11286 | 1480 | 4624
Table 14: Details of OntoNotes 5.0 task order 1.
Task Entity Class ‘ # Train | # Dev | # Test
1 | ['ORDINAL’, ’PERSON’, 'PERCENT’] | 14323 | 1814 | 1919
2 | [WORK_OF_ART’, "PRODUCT’, "LAW’] | 1634 | 229 | 2073
3 | [CARDINAL’,’EVENT’,’QUANTITY’] | 6786 | 904 | 2711
4 | [’GPE’,"MONEY’, 'TIME’] | 12823 | 1887 | 3718
5 | [’NORP’, 'LANGUAGE’, 'DATE’] | 13090 | 1820 | 4318
6 | [LOC’, ’FAC’, ’ORG’] | 11127 | 1500 | 4624

Table 15: Details of OntoNotes 5.0 task order 2.
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Task Entity Class ‘ # Train | # Dev ‘ # Test
1 ‘ [’ORG’, "CARDINAL’, "QUANTITY’] ‘ 14284 ‘ 1898 ‘ 1867
2| ['LAW’, "FAC’, *GPE’] | 11335 | 1692 | 2877
3 ‘ [DATE’, 'LANGUAGE’, "WORK_OF_ART’] ‘ 9791 ‘ 1386 ‘ 3522
4 ‘ [’PERCENT’, ’NORP’, ’"EVENT’] ‘ 6927 ‘ 927 ‘ 3815
5 | [ORDINAL’, "'TIME’, "MONEY"] | 4327 | 596 | 3979
6 | [ "PERSON’, ’LOC’, ’PRODUCT’] | 13663 | 1747 | 4624

Table 16: Details of OntoNotes 5.0 task order 3.
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