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Abstract

In recent years, pre-trained Multilingual Lan-
guage Models (MLLMs) have shown a strong
ability to transfer knowledge across different
languages. However, given that the aspiration
for such an ability has not been explicitly in-
corporated in the design of the majority of
MLLMs, it is challenging to obtain a unique
and straightforward explanation for its emer-
gence. In this review paper, we survey literature
that investigates different factors contributing
to the capacity of MLLMs to perform zero-shot
cross-lingual transfer and subsequently outline
and discuss these factors in detail. To enhance
the structure of this review and to facilitate con-
solidation with future studies, we identify five
categories of such factors. In addition to provid-
ing a summary of empirical evidence from past
studies, we identify consensuses among studies
with consistent findings and resolve conflicts
among contradictory ones. Our work contex-
tualizes and unifies existing research streams
which aim at explaining the cross-lingual po-
tential of MLLMs. This review provides, first,
an aligned reference point for future research
and, second, guidance for a better-informed
and more efficient way of leveraging the cross-
lingual capacity of MLLMs.

1 Introduction

The objective of cross-lingual transfer is to leverage
knowledge learned by a model in a source language
and to transfer it to a target language. While such
a process of transferring knowledge and concepts
across languages seems natural for a polyglot, it is
believed to be less straightforward for a language
model. Nevertheless, multilingual language mod-
els (MLLMs), such as mBERT (Devlin et al., 2019),
XLM (Conneau and Lample, 2019) and XLM-R
(Conneau et al., 2020a) demonstrate effective cross-
lingual transfer capabilities. Such a transfer ability
is moderately expected from XLM, given that par-
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allel data is leveraged through a cross-lingual trans-
fer learning objective during pre-training. How-
ever, it is less anticipated for mBERT and XLM-
R, which are pre-trained on separate monolingual
corpora without any explicit cross-lingual signal.
Nevertheless, the latter show a surprisingly strong
cross-lingual transfer capacity on a variety of down-
stream tasks (Hu et al., 2020). While no apparent
factors explaining the nature of this ability can be
intuitively derived from the properties of MLLMs,
there have been many attempts to understand this
behavior. Past research has outlined and investi-
gated various factors that may impact cross-lingual
transfer performance in MLLMs, but there are still
open questions due to conflicting findings across
studies. In our work, we inspect findings from past
research investigating the inner workings of cross-
lingual transfer in MLLMs. We not only outline
overlapping contributions with consensual findings
but also highlight and attempt to resolve conflicts
between contradictory studies. Our work is struc-
tured according to five different types of factors
whose impact on cross-lingual transfer capacity
has been investigated in the past:

1. Linguistic Similarity

2. Lexical Overlap

3. Model Architecture

4. Pre-Training Settings

5. Pre-Training Data.

The examination of these factors provides in-
sight into how and why MLLMs perform differ-
ently in different contexts. This understanding con-
tributes to the overall explainability of MLLMs,
which is essential for efficiently leveraging their
cross-lingual transfer capacities and improving
their performance in general.

A list of all the papers surveyed in this study is
provided in Appendix A.
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2 Background

2.1 Multilingual Language Models
State-of-the-art MLLMS are predominantly based
on the Transformer architecture (Vaswani et al.,
2017). These models aim to produce multilingual
representations of text that can be used for various
downstream tasks across different languages. How-
ever, MLLMs may adopt different learning objec-
tives to achieve this goal. Some models exploit par-
allel data and incorporate a cross-lingual learning
objective during pre-training, such as XLM (Con-
neau and Lample, 2019) and UniCoder (Huang
et al., 2019), while other models rely on separate
monolingual corpora without any explicit cross-
lingual supervision, such as mBERT (Devlin et al.,
2019) and XLM-R (Conneau et al., 2020a).

Despite their impressive performance, MLLMs
also face several challenges and limitations, such
as the imbalance in the pre-training data, the lim-
ited availability of evaluation datasets for different
(low-resource) languages and the trade-off between
model capacity and language coverage, known as
the curse of multilinguality, which affects their effi-
ciency and effectiveness.. Therefore, more research
is needed to understand, improve, and develop mul-
tilingual models that can achieve a balanced and
robust performance across languages. Within this
line of research, cross-lingual transfer has proven
to be a valuable method to leverage resources from
high-resource languages to improve downstream
task performance for low-resource languages.

2.2 (Zero-Shot) Cross-Lingual Transfer
In the context of MLLMs, cross-lingual transfer
refers to transferring certain knowledge from one
language to another. From a practical standpoint,
a traditional pipeline for zero-shot cross-lingual
transfer typically includes two steps: i) A multi-
lingual model is fine-tuned on a labeled dataset in
the source language, and ii) The fine-tuned model
is applied to a target language without any addi-
tional fine-tuning. In a few-shot setting, a small
number of labeled samples in the target language
are utilized for additional fine-tuning of the model.

During recent years, a number of studies have in-
vestigated cross-lingual transfer methods (Pikuliak
et al., 2021). In addition to the zero-shot transfer
approach, there are some studies that apply ma-
chine translation to enable cross-lingual transfer
(Conneau et al., 2018; Conneau and Lample, 2019;
Conneau et al., 2020a; Hu et al., 2020). In the

translate-train approach, the labeled training set is
translated from the source language into the tar-
get language for the purpose of fine-tuning. Cor-
respondingly, the translate-test approach involves
translating the test set from the target language into
the source language during inference. In our re-
view, we focus on the aforementioned traditional
cross-lingual transfer process to avoid making the
assumption that a translation system for the source
language is available. Additionally, given that ma-
chine translation is highly context-dependent and is
often unreliable when dealing with unconventional
and ambiguous languages, it would add external
factors to our effort of trying to understand the
transfer behavior of MLLMs.

3 Factors That Affect Cross-Lingual
Transfer

3.1 Linguistic Similarity

The hypothesis that linguistic similarity correlates
with cross-lingual transfer performance has been
examined repeatedly. With regard to quantify-
ing such a relationship, we observe two main ap-
proaches: i) synthetically modifying a specific lin-
guistic feature of a natural language and observing
the impact on transfer performance by controlling
the magnitude of the modification; and ii) using lin-
guistic similarity metrics to capture the similarity
between two natural languages.

Two established linguistic similarity metrics
which are commonly used for this purpose are:
the World Atlas of Language Structures (WALS)1

(Dryer and Haspelmath, 2013), a database of struc-
tural properties of languages, and lang2vec2, a
tool providing vectors that represent linguistic
properties of languages based on the URIEL (Lit-
tell et al., 2017) database. An alternative metric
for evaluating linguistic similarity is eLinguistics3

(Beaufils and Tomin, 2020), which is based on the
comparison of consonants in word pairs. Table 1
lists papers that have investigated the impact of
linguistic similarity, along with the linguistic com-
ponents that were studied and the metrics used.

1https://wals.info/
2lang2vec enables querying the URIEL database. It ex-

tracts vectors which encode different linguistic components for
each language. This, in turn, allows to quantify the similarity
or dissimilarity between languages.

3http://www.elinguistics.net/

5878

https://wals.info/
http://www.elinguistics.net/


Paper Task Model
Lang.
type Features Metric

Lin et al. (2019)
DP, EL, MT,
POS / NL

GEN, GEO, INV,
PHON, SYN lang2vec

Pires et al. (2019) NER, POS mBERT NL SYN WALS

Tran and Bisazza (2019) DP mBERT NL SYN lang2vec

Dufter and Schütze
(2020) SR, WA, WT BERT (small) SL SYN /

K et al. (2020) NER, NLI Bilingual BERT NL/SL SYN, UniFreq /

Lauscher et al. (2020)
DP, POS, NER,
NLI, QA mBERT, XLM-R NL

SYN, PHON, INV,
GEN, GEO lang2vec

Dolicki and Spanakis
(2021) NER, NLI, POS XLM-R NL GEN, GEO, SYN

lang2vec,
WALS

Srinivasan et al. (2021) NER, NLI, POS mBERT, XLM-R NL ALL
lang2vec,
WALS

Ahuja et al. (2022)
DC, NER, NLI,
POS, QA mBERT, XLM-R NL

ALL, GEN, GEO,
PHON, SYN

lang2vec,
WALS

Deshpande et al. (2022)
NER, NLI,
POS, QA

Bilingual RoBERTa
(small) SL SYN /

de Vries et al. (2022) POS XLM-R Base NL FAM, SYN, WS, WST /

Eronen et al. (2022) DC mBERT, XLM-R NL ALL
eLinguistics,
WALS

Wu et al. (2022)
AJ, SA, SS,
NLI English RoBERTa SL SYN /

Table 1: List of studies investigating linguistic features that impact cross-lingual transfer. The Lang. type column
indicates the type of language that has been used. We use the following abbreviations. NL: Natural Languages,
SL: Synthetic languages. The Features column indicates which linguistic features have been investigated. We use
the following abbreviations. ALL: Aggregated language distance of multiple linguistic features, GEN: Genetic
distance, GEO: Geographical distance, INV: Inventory, PHON: Phonology, SYN: Syntax, UniFreq: Unigram
Frequency, WS: Writing system, WST: Writing system type. The Metrics column indicates which type of metric
has been used to measure language similarity between natural languages. The abbreviations of the Task column can
be found in Table 2 in Appendix A.

Is Word Order Important? The impact of word
order4, or more generally, syntax, has been exten-
sively investigated in the past. Based on exper-
iments with different settings, its positive effect
on cross-lingual transfer has been confirmed for
Dependency Parsing (DP) (e.g., Lin et al., 2019;
Lauscher et al., 2020), Named Entity Recognition
(NER) (e.g., Dolicki and Spanakis, 2021; Desh-
pande et al., 2022; Ahuja et al., 2022), Part-Of-
Speech Tagging (POS) (e.g., Ahuja et al., 2022;
de Vries et al., 2022; Deshpande et al., 2022), Nat-
ural Language Inference (NLI) (e.g., K et al., 2020;
Lauscher et al., 2020; Ahuja et al., 2022) and Ques-
tion Answering (QA) (e.g., Deshpande et al., 2022;
Ahuja et al., 2022; Lauscher et al., 2020). Further-
more, Dufter and Schütze (2020) sought to validate

4Word order describes the degree of similarity between the
source and target language in terms of elements like subject-
object-verb, subject-verb and object-verb order.

these findings on a representation level by evaluat-
ing cross-lingual transfer on word translation, word
retrieval and sentence retrieval.

Despite the common findings stated above, there
are contradictions in the results of a number of
studies in which different experimental settings are
used. Wu et al. (2022) and Deshpande et al. (2022)
investigated the impact of word order by isolat-
ing it from other factors. In both works, language
variants were created by randomly permutating, in-
versing, or consistently adapting word order to a
different language via a dependency tree. A com-
mon finding has been that reversed or randomized
word order deteriorates cross-lingual transfer per-
formance significantly more than adapting the word
order to a different language. This makes it hard
to compare the aforementioned findings to results
from Dufter and Schütze (2020) and K et al. (2020)
who solely evaluated on language variants with
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reversed or randomly permuted word order, respec-
tively. Even if both latter works found evidence
that word order impacts transfer performance, it
is important to consider that Wu et al. (2022) and
Deshpande et al. (2022) have comparable findings
in similar settings but observed a less significant ef-
fect when switching to a more structured syntactic
modification.

On the other hand, Lauscher et al. (2020) and
Ahuja et al. (2022) obtained results containing evi-
dence that word order may be more important for
mBERT than for XLM-R. A possible explanation
for this finding is that mBERT encodes more syn-
tactic knowledge than XLM-R, as shown by Zheng
and Liu (2022).

Which Other Linguistic Features Affect Cross-
Lingual Transfer? In addition to examining the
effect of similar word order, some research has also
focused on the impact of other linguistic charac-
teristics. Srinivasan et al. (2021) measured gen-
eral language similarity by aggregating multiple
lang2vec vectors. They observed a high, medium
and low importance of language similarity for
cross-lingual transfer in POS, QA and NLI, respec-
tively. Their observation holds for both mBERT
and XLM-R. By evaluating on a document clas-
sification task, Eronen et al. (2022) observed a
medium correlation between the cross-lingual trans-
fer performance of both models and an aggregation
of WALS features.

On a more detailed level, low geographical dis-
tance5 between languages has been found to be
beneficial for cross-lingual transfer on several oc-
casions (Lin et al., 2019; Lauscher et al., 2020;
Dolicki and Spanakis, 2021; Ahuja et al., 2022).
Similarly, low genetic distance6 has also been
shown to positively affect cross-lingual transfer
(Lin et al., 2019; Lauscher et al., 2020; Dolicki
and Spanakis, 2021; de Vries et al., 2022; Eronen
et al., 2022). However, it has not been selected
as a predictive feature in the Lasso regression per-
formed by Ahuja et al. (2022). Low phonological
distance7 has been demonstrated to be more im-
portant for token-level tasks (NER, POS, DP, QA)
than for sentence-level tasks (NLI, MT) (Lin et al.,
2019; Lauscher et al., 2020; Ahuja et al., 2022).

5Geographical distance is based on the orthodromic dis-
tance between languages’ primary locations.

6Genetic distance between two languages measures their
degree of common ancestry.

7Phonological distance measures the difference of phono-
logical properties between languages.

Inventory features8 have been shown to be of low
importance when selecting a suitable transfer lan-
guage (Lin et al., 2019; Lauscher et al., 2020).

Furthermore, K et al. (2020) investigated the
utility of the hypothesis that similar words have
a similar frequency in their respective language
(Zipf’s law). The authors assessed cross-lingual
transfer using a synthetic target language, which
has a similar unigram frequency but no other ex-
plicit commonality. Although its utility in combina-
tion with additional factors has not been evaluated,
unigram frequency has been found to be unable to
ensure a successful transfer between languages as
a standalone feature.

Conclusion In previous research, syntax has
been suggested as potentially the most important
linguistic contributor for better cross-lingual trans-
fer. However, we hypothesize that its impact may
be overestimated when assessed by randomly per-
mutating or inversing word order, since such syn-
tactic modifications are unlikely to occur in nat-
ural languages. Besides syntax, other linguistic
features, such as geographical, genetic and phono-
logical similarity, have been identified as potential
linguistic contributors as well. In addition, we em-
phasize the importance of investigating the distinct
interplay of different linguistic features.

3.2 Lexical Overlap

Since lexical overlap may intuitively create a poten-
tial connection between closely related languages
and therefore possibly explain the varying trans-
fer performance across language pairs, its impact
has been investigated on many occasions. Lexi-
cal overlap merely specifies the amount of shared
words or subwords between a language pair. Typ-
ically, it is calculated as the percentage of unique
words or subwords common to the vocabularies of
both the source and target languages. There are
various approaches to quantify lexical overlap be-
tween languages. A common corpus-based method
is to divide the number of shared words or sub-
words between two monolingual corpora by the
total number of unique words or subwords in both
corpora. Two further metrics that aim to quantify
lexical overlap are ezGlot9 (Kovacevic et al., 2022)
and the normalized Levenshtein distance (LDND)
(Wichmann et al., 2010).

8Inventory features describe a language’s phonetic,
phonological, and morphological components.

9https://www.ezglot.com/
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Does High Lexical Overlap Improve Cross-
Lingual Transfer? While many studies have
found a positive correlation between lexical over-
lap and cross-lingual transfer performance (Wu
and Dredze, 2019; Patil et al., 2022; de Vries et al.,
2022), other studies do not support the existence of
such a positive correlation (Pires et al., 2019; Tran
and Bisazza, 2019; K et al., 2020; Conneau et al.,
2020b).

Pires et al. (2019), Tran and Bisazza (2019)
and Wu and Dredze (2019) applied the traditional
cross-lingual zero-shot transfer evaluation pipeline
(see Section 2.2) on different tasks and natural lan-
guages. Besides showcasing the cross-lingual ca-
pacity of mBERT, their objective was to measure
the impact of lexical overlap on this ability. Despite
the similarities of their experiments, their findings
are not all consistent. Based on the experiments on
POS and DP in more than 16 languages, Pires et al.
(2019) and Tran and Bisazza (2019) have found
that cross-lingual transfer performance is largely
independent of lexical overlap. Wu and Dredze
(2019), on the other hand, derived a correlation
between transfer performance and lexical overlap
from results on more tasks but fewer languages.

de Vries et al. (2022) evaluated cross-lingual
transfer performance across languages with differ-
ent writing systems. They found that a shared writ-
ing system and thus a higher lexical overlap (mea-
sured by LDND) contribute to better cross-lingual
transfer. However, they also showed that cross-
script transfer is not impossible. Such a finding
clearly supports the hypothesis that lexical overlap
should not be seen as a self-contained factor. Based
on these findings, it becomes evident that a more
detailed analysis of the impact of lexical overlap is
needed. Such detailed analyses would provide ad-
ditional clarification on the apparent contradictions
among past contributions.

Does the Impact of Lexical Overlap on Transfer
Performance Depend on Other Linguistic Fea-
tures? With the intention of a more fine-grained
investigation, K et al. (2020) and Conneau et al.
(2020b) have conducted experiments in a controlled
setup by synthetically adjusting the amount of lexi-
cal overlap. In both cases, no significant correlation
between lexical overlap and transfer performance
was observed. Patil et al. (2022) used similar con-
figurations but differentiated between high- and
low-resource settings. In contrast to previous find-
ings, they observed a positive correlation between

subword overlap and transfer performance. Further-
more, they concluded that this correlation increases
when the source language has a smaller pre-training
corpus.

Deshpande et al. (2022) took this a step further
by transferring exclusively from synthetic English
to English. This allowed them to isolate the im-
pact of lexical overlap and control interactions with
other linguistic features. From their experiments, it
can be concluded that lexical overlap matters most
when the word orders of the source and target lan-
guages differ. This finding explains the results of
K et al. (2020) and Conneau et al. (2020b) who
only used language pairs of similar word order and
did not observe a high impact of lexical overlap
on transfer performance. The only language pair
in their experiments with dissimilar word order
was English-Hindi, which has small lexical over-
lap by default due to their different scripts. Conse-
quently, further reducing the overlap is, as observed
in their results, not expected to impact transfer per-
formance. Moreover, this potentially explains the
aforementioned findings of Pires et al. (2019) and
Tran and Bisazza (2019) who performed their ex-
periments on a subset of languages for which word
order and lexical overlap are strongly correlated. In
both studies, language pairs with low lexical over-
lap were most likely also differing in their word
order, while language pairs with higher lexical over-
lap tended to have similar word order. Pires et al.
(2019), unfortunately, did not provide exact trans-
fer performance values. However, in line with our
aforementioned observations, in their study a cor-
relation between transfer performance and lexical
overlap could be observed in language pairs with
low lexical overlap and thus dissimilar word or-
der. This correlation decreases as lexical overlap
increases and thus word order becomes mostly sim-
ilar.

Does the Impact of Lexical Overlap on Trans-
fer Performance Depend on the Type of Down-
stream Task? Lin et al. (2019), Srinivasan et al.
(2021) and Ahuja et al. (2022) trained predictors to
predict the cross-lingual transfer performance of a
given language model for a variety of downstream
tasks. Lexical overlap between source and target
languages was selected as one of the predictor vari-
ables. By comparing the feature importance values
of lexical overlap, clear differences across different
types of downstream tasks emerged. While Lin
et al. (2019) and Srinivasan et al. (2021) observed
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high feature importance values of lexical overlap
for syntactic tasks like POS, NER and DP, and
lower feature importance values for the semantic-
oriented task of NLI, Ahuja et al. (2022) found the
opposite.

Given the minor but numerous differences
among studies, providing a thorough explanation of
the aforementioned contradictory findings is chal-
lenging. One notable distinction among the three
similar contributions is the use of tree-based meth-
ods, specifically Gradient-Boosted Decision Trees
and XGBoost, by Lin et al. (2019) and Srinivasan
et al. (2021), respectively, and the use of Lasso
Regression, a type of linear regression, by Ahuja
et al. (2022). Given that tree-based models are
able to capture nonlinear relationships between the
dependent and independent variables while Lasso
Regression can only describe such a relationship
linearly, the latter method might attribute higher
feature importance to linearly related predictors
compared to predictors that have a more significant
but nonlinear impact on the dependent variable.
A recent study by Patankar et al. (2022) provides
evidence in support of our hypothesis.

Conclusion We found evidence that lexical over-
lap is particularly important when the pre-training
corpus for the source language is small or when
the word order between the source and target lan-
guages is dissimilar. However, we conclude that
lexical overlap is not a sufficient standalone factor
to explain cross-lingual transfer. We also observed
in experiment results in the literature that cross-
lingual transfer is feasible between languages with
different scripts (and thus zero lexical overlap),
which further supports our conclusion. We recom-
mend that future experiments take a closer look at
the interaction between lexical overlap and further
contributing factors. Moreover, future experiments
may be set up in a way to provide additional insight
into task-specific differences that are currently not
fully understood.

3.3 Model Architecture

Model architecture may be crucial to the success of
cross-lingual transfer because it determines how a
model processes and represents information. There-
fore, it is closely connected to the model’s capac-
ity to learn and capture knowledge. An ill-suited
architecture could potentially hinder the model’s
ability to transfer knowledge from one language to
another.

Which Model Architecture Components Can
Affect Transfer Performance? K et al. (2020)
provided one of the first investigations on the im-
pact of model architecture on cross-lingual transfer.
In their study, they focused on three main architec-
tural components of Transformer-based models: i)
network depth, ii) number of attention heads, iii)
number of model parameters. They found that an
increased network depth (i.e., more hidden layers),
with a fixed number of model parameters, leads to
better cross-lingual transfer. Increasing the number
of model parameters with a fixed number of hid-
den layers had a similar but less significant impact.
The number of attention heads, on the other hand,
were found to be irrelevant for cross-lingual trans-
fer performance. In their experiments, satisfactory
transfer performance could even be achieved with
only a single attention head.

Conneau et al. (2020b) trained a bilingual BERT
model where all parameters are shared, and com-
pared the transfer performance to the case where
the embedding layer and/or up to the first six Trans-
former layers are separated for both languages. In
the experiments on NLI, DP, and NER for three
different natural language pairs, they observed that
the transfer performance decreases when fewer lay-
ers are shared. This finding led the authors to hy-
pothesize that a limited model capacity requires
the model to use its parameters more efficiently by
aligning the representations of semantically similar
text across different languages, instead of creat-
ing separate embedding spaces for different lan-
guages. This hypothesis was confirmed by Dufter
and Schütze (2020) who observed a degradation
of mBERTs cross-lingual transfer ability by pur-
posely overparameterizing the model. On the other
hand, the authors referred to the "curse of multilin-
guality" (Conneau et al., 2020a) which states that,
for a fixed model size, the number of languages
a model can cover until its overall performance
starts to decrease is limited. This can be alleviated
by expanding the model capacity, i.e., by increas-
ing the number of parameters, but as mentioned
previously, too many parameters could deteriorate
cross-lingual transfer performance.

Wu et al. (2022) demonstrated the importance
of a well-trained embedding layer for cross-lingual
transfer. When the embedding layer is reinitialized
before fine-tuning, the performance on the GLUE
benchmark (Wang et al., 2018) decreases by 40%.
More specifically, Deshpande et al. (2022) found
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that the cross-lingual alignment of the static token
embeddings used by the embedding layer is crucial
for satisfactory cross-lingual transfer performance.

Conclusion There is evidence to suggest that an
overparameterized model might create language-
specific sub-spaces and therefore struggle to pro-
vide cross-lingual representations. Concurrently,
models with fewer parameters are required to use
their parameters more efficiently and thus align rep-
resentations across languages more easily. There-
fore, we strongly suggest to explore how the trade-
off between languages and parameters affects cross-
linguality in MLLMs.

Furthermore, one contribution has revealed evi-
dence that for a fixed number of parameters, model
depth can be more important than the number of
attention heads. However, it is not well studied
yet how model architecture components and data-
specific components (e.g., dataset size, number of
languages) interact to impact cross-lingual transfer
performance.

3.4 Pre-Training Settings
Given that MLLMs are able to perform zero-shot
cross-lingual transfer, their cross-lingual capacity
has to emerge during pre-training as they are not
exposed to any task-specific data in the target lan-
guage during fine-tuning. Therefore, investigating
factors related to the pre-training process could lead
to a better understanding of the cross-lingual capac-
ity of MLLMs as well as how to further improve
it.

Which Pre-Training Components Contribute
to the Cross-Lingual Capabilities of MLLMs?
Devlin et al. (2019) introduced the Next Sentence
Prediction (NSP) objective to pre-train language
models in combination with the Masked Language
Model (MLM) objective. However, the usefulness
of NSP for downstream tasks has been debated on
several occasions (Yang et al., 2019; Conneau and
Lample, 2019; Liu et al., 2019; Joshi et al., 2020).
K et al. (2020) probed its impact on cross-lingual
transfer performance. By removing NSP from the
pre-training process, performance improved for
both NER and NLI. This finding is particularly
remarkable for NLI as this task is considered to be
closely related to NSP, as both tasks involve the
classification of sentence pairs. Furthermore, they
also found that training on subwords rather than
words or characters provides more cross-lingual
capacity to the model. Lastly, it has been shown

that adding a language identity marker to the in-
put during pre-training does not significantly im-
prove cross-lingual transfer performance. This out-
come may suggest that MLLMs automatically learn
language-specific information (Wu and Dredze,
2019; Liu et al., 2020) or that such additional input
is not necessary for their cross-lingual capability.
Furthermore, Liu et al. (2020) showed that pre-
training on longer input sequences helps MLLMs
to achieve better cross-lingual transfer abilities, es-
pecially when pre-trained on large corpora.

Apart from the learning objective, the impact
of tokenizers and their vocabulary on a model’s
cross-lingual potential have been examined as well.
Artetxe et al. (2020) evaluated transfer performance
of bilingual and multilingual BERT models pre-
trained with different vocabulary settings on four
different downstream task datasets. In multilingual
settings, they found that increased joint vocabulary
size10 leads to improved cross-lingual transfer per-
formance. Furthermore, in the context of bilingual
models, cross-lingual transfer performance is en-
hanced when disjoint subword vocabularies11 are
utilized instead of a joint subword vocabulary for
both languages. That said, it is unclear how well
disjoint vocabularies would perform when scaling
the model to more languages.

Ahuja et al. (2022) also studied the effect of tok-
enizers on cross-lingual transfer. They quantify to-
kenizer quality by applying two metrics introduced
by Rust et al. (2021), namely the tokenizer’s fer-
tility and its proportion of continued words. Both
features are included in their cross-lingual trans-
fer performance prediction model. By looking at
the feature importance values, it became clear that
cross-lingual transfer performance depends signif-
icantly more on a high-quality tokenizer for POS,
NER and QA than for Document Classification
(DC) and Sentence Retrieval (SR). Such a finding
aligns with the fact that the former downstream
tasks operate to a greater extent on token level than
the latter ones.

Conclusion Previous studies have identified a
number of pre-training components which may en-
able an improved cross-lingual transfer capacity of
MLLMs. Some examples include removing NSP
from the pre-training learning objective, a larger

10Experiments were conducted with vocabulary sizes of
32k, 64k, 100k, and 200k.

11A joint vocabulary of 32k subwords was compared to
two separate vocabularies, each with 32k subwords, for each
language.
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vocabulary size and a high-quality multilingual to-
kenizer.

3.5 Pre-Training Data

MLLMs, such as mBERT, are able to learn cross-
lingual representations during pre-training without
having been specifically designed to do so. This
may happen as a result of the model’s exposure to
multiple languages during the pre-training phase.
However, the impact of the pre-training corpus on
this self-learned ability is not yet fully compre-
hended.

Does the Pre-training Corpus Size Influence
a Model’s Cross-Lingual Transfer Ability?
Lauscher et al. (2020), Srinivasan et al. (2021) and
Ahuja et al. (2022) found that the size of the pre-
training target language corpora correlates strongly
with the transfer performance of mBERT and XLM-
R for high-level tasks (NLI & QA) and less for
low-level tasks (DP, POS, NER).

Liu et al. (2020) performed a more controlled
experiment by comparing two multilingual BERT
models pre-trained on different amounts of data
from 15 languages. When trained on a small
corpus of 200k sentences per language, mBERT
showed poor zero-shot cross-lingual transfer per-
formance, with results only comparable to those of
non-contextualized word embedding models such
as GloVe (Pennington et al., 2014) and Word2Vec
(Mikolov et al., 2013) that were also trained on the
same amount of data. Increasing the pre-training
corpus size to 1000k sentences per language re-
sulted in significantly improved transfer perfor-
mance of mBERT, while both non-contextualized
word embedding models did not demonstrate such
an enhancement in transfer performance.

Lin et al. (2019) found that the ratio between
the pre-training data corpus size of the transfer and
target language is an important factor for successful
cross-lingual transfer for POS but less so for MT
and DP. However, the size of the target language
pre-training corpus is not examined as a distinct
feature in their work, making it more challenging
to compare their findings with those mentioned
previously.

Does the Source of the Pre-training Corpus
Affect Cross-Lingual Transfer Performance?
Dufter and Schütze (2020) found that cross-lingual
transfer performance decreases when the respec-
tive monolingual pre-training corpora come from

the same domain but are not parallel (e.g., by pre-
training on different parts of the same corpus from
a given domain). Conneau et al. (2020b) obtained
similar results for monolingual pre-training cor-
pora from different domains (e.g., Wikipedia vs.
Common Crawl). Deshpande et al. (2022) found
that pre-training on corpora from different domains
has a more significant negative impact on cross-
lingual transfer performance than pre-training on
non-parallel corpora from the same domain. Inter-
estingly, Conneau et al. (2020b) and Deshpande
et al. (2022) found that the negative effect of differ-
ent pre-training corpora sources on cross-lingual
transfer performance is the most significant for
NER. A potential explanation could be that in both
cases, the NER dataset consists of Wikipedia text
which was also used as the pre-training corpus
in their baseline experiments. To the best of our
knowledge, there is no research available on the
impact of using a shared source for pre-training
and task-specific data in the cross-lingual transfer
context.

Conclusion Target language pre-training corpus
size and comparable corpora sources across lan-
guages have been identified as two crucial factors
for enhanced cross-lingual transfer capabilities in
MLLMs. However, pre-training corpus size of the
target language has been shown to be more impor-
tant for higher-level than for lower-level tasks.

4 Related Work

Recently, numerous studies have investigated how
to leverage the cross-lingual potential of MLLMs
for better transfer among languages. Pikuliak et al.
(2021) conducted a survey on existing cross-lingual
transfer paradigms but did not investigate the com-
ponents that are responsible for their inner work-
ings. Doddapaneni et al. (2021), in their survey on
pre-trained MLLMs, commented on various fac-
tors that affect cross-lingual transfer. Since they
discussed a wide range of topics, they could not in-
vestigate in depth the findings from the studies that
examined these factors. After the publication of
that work, many studies have further investigated
various factors that impact transfer performance
and have helped to resolve some of the conflicts
among past contributions.

Malkin et al. (2022) introduced a Linguistic
Blood Bank that shows that not all languages trans-
fer equally well among each other. This empha-
sizes the need for a clearer understanding of the
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underlying factors that contribute to this imbalance.
On a related note, Turc et al. (2021) found that
English is not the overall best source language for
cross-lingual transfer, despite its dominance in the
pre-training corpus.

Hence, automating the process of selecting a
source language for cross-lingual transfer has been
pursued on many occasions (Lin et al., 2019;
Lauscher et al., 2020; Srinivasan et al., 2021;
Dolicki and Spanakis, 2021). These attempts fo-
cused on creating meta-models12 which aim to pre-
dict the most suitable source language for a given
use-case based on some of the factors from Section
3.

By incorporating typological features, Ansell
et al. (2021), Lee et al. (2022) and Chronopoulou
et al. (2023) enhanced the performance of adapters
for low-resource languages. However, our survey
reveals that adapters and other methods could ben-
efit from more than just typological factors when
dealing with low-resource scenarios.

5 Discussion

Building on previous research, our study inves-
tigated various factors that impact cross-lingual
transfer performance. We examined a range of
factors, including language-related factors as well
as factors related to the models and training data.
One of the existing challenges is the presence of
contradictory findings from past studies. To better
understand these discrepancies, we outlined possi-
ble explanations that could account for these differ-
ences, including the varying implementation details
of experiments and evaluation methods.

One of the key variations among the various stud-
ies is the use of synthetic and natural languages.
Synthetic languages can be created with a con-
trolled level of variation by manipulating specific
linguistic features. However, they may not capture
the full range of complexity found in natural lan-
guages, which may limit their usefulness in draw-
ing conclusions that apply to real-world settings.

While we acknowledge the value of the effi-
ciency of using transfer performance prediction
models to automate the selection of transfer lan-
guages, the accuracy of relying on feature impor-
tance values to make conclusions about the indi-
vidual impact of specific factors on cross-lingual

12In this context, the objective of a meta-model is to predict
the performance of other models.

transfer performance cannot be taken as an abso-
lute.

Our survey results show that all the factors we
examined affect cross-lingual transfer in differ-
ent ways and settings. Although the interaction
of factors has only been investigated in a limited
number of past studies, our findings suggest that
some factors can influence the importance of oth-
ers. Additionally, there is evidence suggesting that
there are task-specific differences, for example, the
pre-training corpus size being more important for
higher-level tasks and lexical overlap, and word
order being more important for lower-level tasks.
Therefore, we strongly encourage future research
to examine the full range of interactions among
different factors as well as the underlying reasons
for task-specific divergences.

Given that especially linguistic features have
been shown to have a strong impact on cross-
lingual transfer performance, we suggest that fu-
ture research could examine whether languages
are indeed the most suitable basis for constructing
multilingual models. Instead of focusing on the dis-
tribution of languages in the pre-training corpus, it
might be more efficient to focus on the distribution
of linguistic features. One possible approach is to
cluster texts according to their syntactic complex-
ity or their morphological diversity, irrespective of
their language affiliation. This would enable the de-
velopment of a model that could potentially better
transfer to languages that were absent in the pre-
training corpus but which share linguistic features
with the languages that the model has seen during
pre-training.

In addition, we advocate for the development of
more multilingual downstream task datasets that
encompass a wider and more diverse range of lan-
guages, as this would enable a more comprehen-
sive and robust assessment of cross-lingual transfer
capabilities across various language models and
approaches. Furthermore, we urge more investiga-
tion on the influence of the aforementioned factors
on generative models, as this area remains rela-
tively unexplored despite the current prominence
of GPT-like models.

Limitations

One potential limitation of this review is our selec-
tion bias which may affect the representativeness
of the included papers. Another limitation is the
potential differences in methodologies across the
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papers we reviewed, which makes it difficult to
draw generalizable conclusions. Different studies
use different experimental settings and methods for
measuring feature importance, which could also
impact the comparability of the findings across the
included studies. Furthermore, we acknowledge
the potential publication bias which might lead to
an overestimation of the impact of different fac-
tors, as studies with statistically significant results
may be more likely to be published than those with
non-significant results.

Ethics Statement

We have carefully reviewed the relevant literature
to ensure that all research included in this review
has been conducted in accordance with ethical
guidelines. We have also attempted to present a
fair and accurate representation of the current state
of research on this topic. We hope that this review
will contribute to the ongoing debate about the fac-
tors impacting cross-lingual transfer performance,
with the ultimate goal of ensuring that low-resource
languages can equally benefit from the use of mul-
tilingual language models. We believe that it is
important for all languages and communities to
have equal access to the benefits and opportunities
provided by the advances in natural language pro-
cessing, and we hope that our review will serve as
a useful resource in this regard.
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Goran Glavaš. 2020. From Zero to Hero: On the
Limitations of Zero-Shot Language Transfer with
Multilingual Transformers. In Proceedings of the
2020 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 4483–4499,
Online. Association for Computational Linguistics.

Jaeseong Lee, Seung-won Hwang, and Taesup
Kim. 2022. FAD-X: Fusing Adapters for
Cross-lingual Transfer to Low-Resource Lan-
guages. In Proceedings of the 2nd Conference
of the Asia-Pacific Chapter of the Association
for Computational Linguistics and the 12th
International Joint Conference on Natural Language
Processing (Volume 2: Short Papers), pages 57–
64, Online only. Association for Computational
Linguistics.

Yu-Hsiang Lin, Chian-Yu Chen, Jean Lee, Zirui Li,
Yuyan Zhang, Mengzhou Xia, Shruti Rijhwani,
Junxian He, Zhisong Zhang, Xuezhe Ma, An-
tonios Anastasopoulos, Patrick Littell, and Gra-
ham Neubig. 2019. Choosing Transfer Languages
for Cross-Lingual Learning. In Proceedings of
the 57th Annual Meeting of the Association for
Computational Linguistics, pages 3125–3135, Flo-
rence, Italy. Association for Computational Linguis-
tics.

Patrick Littell, David R. Mortensen, Ke Lin, Kather-
ine Kairis, Carlisle Turner, and Lori Levin. 2017.
URIEL and lang2vec: Representing languages as
typological, geographical, and phylogenetic vec-
tors. In Proceedings of the 15th Conference
of the European Chapter of the Association for
Computational Linguistics: Volume 2, Short Papers,
pages 8–14, Valencia, Spain. Association for Compu-
tational Linguistics.

Chi-Liang Liu, Tsung-Yuan Hsu, Yung-Sung Chuang,
and Hung-Yi Lee. 2020. A Study of Cross-Lingual
Ability and Language-specific Information in Multi-
lingual BERT. ArXiv:2004.09205 [cs].

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
RoBERTa: A Robustly Optimized BERT Pretrain-
ing Approach. ArXiv:1907.11692 [cs].

Dan Malkin, Tomasz Limisiewicz, and Gabriel
Stanovsky. 2022. A Balanced Data Approach for
Evaluating Cross-Lingual Transfer: Mapping the
Linguistic Blood Bank. In Proceedings of the 2022
Conference of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies, pages 4903–4915, Seattle,
United States. Association for Computational Lin-
guistics.

5887

https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.48550/arXiv.2107.00676
https://doi.org/10.48550/arXiv.2107.00676
https://doi.org/10.48550/arXiv.2105.05975
https://doi.org/10.48550/arXiv.2105.05975
https://wals.info/
https://doi.org/10.18653/v1/2020.emnlp-main.358
https://doi.org/10.18653/v1/2020.emnlp-main.358
https://doi.org/10.1016/j.ipm.2022.102981
https://doi.org/10.1016/j.ipm.2022.102981
https://doi.org/10.1016/j.ipm.2022.102981
https://proceedings.mlr.press/v119/hu20b.html
https://proceedings.mlr.press/v119/hu20b.html
https://proceedings.mlr.press/v119/hu20b.html
https://doi.org/10.18653/v1/D19-1252
https://doi.org/10.18653/v1/D19-1252
https://doi.org/10.18653/v1/D19-1252
https://doi.org/10.1162/tacl_a_00300
https://doi.org/10.1162/tacl_a_00300
https://doi.org/10.1162/tacl_a_00300
https://iclr.cc/virtual_2020/poster_HJeT3yrtDr.html
https://iclr.cc/virtual_2020/poster_HJeT3yrtDr.html
https://www.ezglot.com/
https://doi.org/10.18653/v1/2020.emnlp-main.363
https://doi.org/10.18653/v1/2020.emnlp-main.363
https://doi.org/10.18653/v1/2020.emnlp-main.363
https://aclanthology.org/2022.aacl-short.8
https://aclanthology.org/2022.aacl-short.8
https://aclanthology.org/2022.aacl-short.8
https://doi.org/10.18653/v1/P19-1301
https://doi.org/10.18653/v1/P19-1301
https://aclanthology.org/E17-2002
https://aclanthology.org/E17-2002
https://aclanthology.org/E17-2002
https://doi.org/10.48550/arXiv.2004.09205
https://doi.org/10.48550/arXiv.2004.09205
https://doi.org/10.48550/arXiv.2004.09205
https://doi.org/10.48550/arXiv.1907.11692
https://doi.org/10.48550/arXiv.1907.11692
https://doi.org/10.18653/v1/2022.naacl-main.361
https://doi.org/10.18653/v1/2022.naacl-main.361
https://doi.org/10.18653/v1/2022.naacl-main.361


Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey
Dean. 2013. Efficient Estimation of Word Represen-
tations in Vector Space. ArXiv:1301.3781 [cs].

Shantanu Patankar, Omkar Gokhale, Onkar Litake,
Aditya Mandke, and Dipali Kadam. 2022. To Train
or Not to Train: Predicting the Performance of
Massively Multilingual Models. In Proceedings
of the First Workshop on Scaling Up Multilingual
Evaluation, pages 8–12, Online. Association for
Computational Linguistics.

Vaidehi Patil, Partha Talukdar, and Sunita Sarawagi.
2022. Overlap-based Vocabulary Generation Im-
proves Cross-lingual Transfer Among Related Lan-
guages. In Proceedings of the 60th Annual Meeting
of the Association for Computational Linguistics
(Volume 1: Long Papers), pages 219–233, Dublin,
Ireland. Association for Computational Linguistics.

Jeffrey Pennington, Richard Socher, and Christo-
pher Manning. 2014. GloVe: Global Vectors
for Word Representation. In Proceedings of the
2014 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 1532–1543,
Doha, Qatar. Association for Computational Linguis-
tics.

Matúš Pikuliak, Marián Šimko, and Mária Bieliková.
2021. Cross-lingual learning for text process-
ing: A survey. Expert Systems with Applications,
165:113765.

Telmo Pires, Eva Schlinger, and Dan Garrette. 2019.
How Multilingual is Multilingual BERT? In
Proceedings of the 57th Annual Meeting of the
Association for Computational Linguistics, pages
4996–5001, Florence, Italy. Association for Com-
putational Linguistics.

Phillip Rust, Jonas Pfeiffer, Ivan Vulić, Sebastian
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Table 2: List of studies investigating factors that impact cross-lingual transfer. The Task column indicates the
downstream tasks that experiments have been performed on. We use the following abbreviation: AJ: Acceptability
Judgement, DC: Document Classification, DP: Dependency Parsing, EL: Entity Linking, LID: Language Identifica-
tion, LS: Language Similarity, MTQE: Machine Translation Quality Estimation, NER: Named Entity Recognition,
NLI: Natural Language Inference, POS: Part-of-speech tagging, QA: Question Answering, SA: Sentiment Analysis,
SR: Sentence Retrieval, SS: Sentence similarity, WA: Word Alignment, WT: Word Translation. The Model column
indicates the models that were employed in the experiments of each paper. The Factor column indicates the factors
for cross-lingual transfer ability that have been investigated. We use the following abbreviations: LO: Lexical
Overlap, LS: Language Similarity, MA: Model Architecture, PTS: Pre-Training Settings, PTD : Pre-Training Data.
The Lang. type column indicates the type of language that has been used. We use the following abbreviations. NL:
Natural Languages, SL: Synthetic languages
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