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Abstract

Models trained with counterfactually aug-
mented data learn representations of the causal
structure of tasks, enabling robust generaliza-
tion. However, high-quality counterfactual data
is scarce for most tasks and not easily generated
at scale. When crowdsourced, such data is typi-
cally limited in scale and diversity; when gen-
erated using supervised methods, it is compu-
tationally expensive to extend to new counter-
factual dimensions. In this work, we introduce
DISCO (DIStilled COunterfactual Data), a
new method for automatically generating high-
quality counterfactual data at scale. DZSCO
engineers prompts to generate phrasal pertur-
bations with a large general language model.
Then, a task-specific teacher model filters these
generations to distill high-quality counterfac-
tual data. While task-agnostic, we apply our
pipeline to the task of natural language infer-
ence (NLI) and find that on challenging evalua-
tions such as the NLI stress test, comparatively
smaller student models trained with DZSCO-
generated counterfactuals are more robust (6%
absolute) and generalize better across distribu-
tions (2%) compared to models trained with-
out data augmentation. Furthermore, DZSCO-
augmented models are 10% more consistent be-
tween counterfactual pairs on three evaluation
sets, demonstrating that DZSCO augmentation
enables models to more reliably learn causal
representations. Our repository are available at:
https://github.com/eric1 leca/disco

1 Introduction

Despite the tremendous progress made in NLP on
a wide range of reasoning tasks (Wang et al., 2018,
2019a; Xu et al., 2020), dataset biases continue
to be a formidable challenge for robust model de-
velopment (Gururangan et al., 2018; Poliak et al.,
2018; Kaushik and Lipton, 2018; Tsuchiya, 2018;
Liu et al., 2020b; Du et al., 2022). Counterfactual
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Figure 1: Overview of our counterfactual data distilla-
tion process (DZSCQO) using a large language model.

data augmentation (CAD) (Kaushik et al., 2019) is
one general approach to improve model robustness
by training on edited instances that systematically
alter the critical or causally salient parts of dataset
instances that contributes to the label assignment.
To date, two main approaches have been pursued as
part of these efforts: human-centered approaches,
where edits are obtained through direct human an-
notation and crowdsourcing (Kaushik et al., 2019;
Khashabi et al., 2020; Gardner et al., 2020); and
model-based approaches, where new examples are
collected through automatic text generation (Wu
et al., 2021; Madaan et al., 2021; Ross et al., 2022;
Wen et al., 2022, inter alia).

However, crowd-sourcing counterfactual data
can be inefficient, costly, and difficult to scale. This
often results in small counterfactual datasets, which
can hinder the diversity and coverage of the col-
lected edits (e.g., in Kaushik et al. (2019), the train-
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ing scenario for NLI involves 8.3k total instances
with augmentation). In contrast, supervised text
generation methods are cheaper and easier to scale
(e.g., Wu et al. (2022) use generation methods that
expand NLP datasets to include around a million
total examples). However, such methods can only
generate fixed perturbation types. They rely on a
fixed inventory of perturbation types each requir-
ing new training sets. This is hard to scale up and
can limit the space of perturbation types learned by
the corresponding learned generation models. They
can also be expensive to extend to new perturbation
types, given the need to retrain models.

In this paper, we focus on the Natural Lan-
guage Inference (NLI) task, which has recently
been shown to benefit from collaboration between
human annotation and LLMs in the WANLI data
augmentation system of Liu et al. (2022). Our pri-
mary contribution is a counterfactual knowledge
distillation procedure called DZSCO (DIStilled
COunterfactual Data), which works in the follow-
ing way (see Figure 1): First, task instances to be
edited are selected and decomposed into spans us-
ing off-the-shelf linguistic processing tools. Then
prompt engineering and in-context learning are ap-
plied with a general LLM to overgenerate a di-
verse set of perturbations for these instances. We
then employ a large reacher NLI model to con-
servatively filter the over-generations as a fully-
automatic alternative to the human filtering used
in WANLI. The distilled generations are finally
used to train a much smaller and high-performance
student model.

We show that DZSCO, despite not relying
on explicit human annotation, yields high-quality
datasets. Manual annotation shows that, on average,
83% of our counterfactual data correctly flips the
source labels, which is 1% higher than human per-
formance. Additionally, compared to human CAD
examples (Kaushik et al., 2019), we find DZSCQO
generated data to have much-improved perturba-
tion and information richness. Through data aug-
mentation experiments, we also find that training
on datasets built using DZSCO obtains competi-
tive and often improved performance across a wide
range of robustness and out-of-domain (OOD) NLI
tests, despite having a significantly smaller size
than existing augmentation approaches (75k vs. 1
million from Wu et al. (2022)). This includes con-
sistent improvements (6% average) over WANLI
and SNLI baselines on 7 NLI robustness tests.

Building on the impressive results from Liu et al.
(2022), this is significant as it shows the promis-
ing potential of data augmentation via LLMs, even
without explicit human annotation. We find that
models trained using our data exhibit 8% improved
counterfactual accuracy and 6% increased sensitiv-
ity to context differences between counterfactual
pairs than SNLI baselines. When augmenting on
top of WANLI, our method shows an 18% perfor-
mance gain on counterfactual accuracy.

Contributions In summary, we present DZSCO,
a fully-automatic counterfactual knowledge distil-
lation approach based on LLMs. To our knowledge,
DISCO is the first to use LLMs such as GPT3 for
counterfactual data augmentation. We show that
our approach helps produce more diverse counter-
factuals over existing crowd-sourcing approaches
while showing higher quality than human-written
data. The distilled counterfactual data is more ef-
fective than existing augmentation approaches for
improving NLI robustness, OOD generalization,
and counterfactual consistency.

2 Related Work

Mitigating Spurious Correlations for NLU
The augmentation methods described above are
part of a large literature on model debiasing ap-
proaches, which also includes work on dataset fil-
tering (Bras et al., 2020), model ensembling (Clark
et al., 2019), feature removal, and other learning-
based techniques (Belinkov et al., 2019; Mahabadi
et al., 2020). Wu et al. (2022) also propose a new
debiasing method called Z-Aug that learns to gen-
erate unbiased samples and filter out biased data
using a z-statistic filter. In contrast to the debiasing
and data generation techniques already discussed,
our approach is unique in exploiting the power of
LLMs such as GPT3 (Brown et al., 2020) to cre-
ate more diverse augmented datasets as a way to
mitigate biases and shortcuts.

Counterfactual Data Augmentation Augment-
ing models with counterfactual data is a popular
recent approach for mitigating spurious correlation
and improving model robustness. Kaushik et al.
(2019) first recruits human workers to write coun-
terfactual examples for augmentation. They find
that counterfactually augmented data can help mit-
igate spurious patterns in the training data. As
already discussed, however, creating counterfac-
tual data using humans requires a high cost, is
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time-consuming, and can result in simple pertur-
bations. Later, Wu et al. (2021) and Ross et al.
(2022) proposed frameworks that use text genera-
tion models to generate counterfactual data. These
models require fine-tuning using pre-defined per-
turbation types. Both methods have constraints: (1)
the generation is un-targeted, thus unlabeled, and
(2) the perturbation types are limited. To acquire
new perturbation types, the models have to be re-
trained. Unlike the previous methods, our method
uses LL.Ms to generate more diverse perturbation
types cheaply and efficiently. Our method also
improves over un-targeted generations by using a
task-specific teacher model to verify the label.

Large Model Dataset Creation Leveraging the
powerful generative ability of large language mod-
els to create datasets automatically has recently
attracted considerable attention. This method re-
duces the cost of manually creating the dataset,
can collect more diverse phenomena to expand the
distribution, and can be adapted to a wide range
of tasks in NLP. The most similar work to ours is
WANLI (Liu et al., 2022), an NLI dataset fully gen-
erated by GPT-3 and annotated by human workers.
The idea is to elicit ambiguous NLI examples from
GPT-3 to improve its performance on challenge
evaluation benchmarks, which relies on the dataset
cartography techniques from Swayamdipta et al.
(2020) that we also use in our study for selecting
instances to edit. Our work also seeks to get diverse
data from GPT-3 to improve model robustness. Dif-
ferently, we only make local perturbations on the
premise instead of generating a new example. We
did not label our training data using human work-
ers but leveraged an NLI model to filter out the
counterfactual examples.

3 Counterfactual Distillation

The central idea of counterfactual data distilla-
tion is to prompt a large language model through
in-context learning to generate perturbations that
can flip the current label to a new one (ex.
Contradiction — FEntailment). Once we se-
lect a subset of a dataset (discussed in Section 5.1),
we first identify potential locations for perform-
ing counterfactual perturbations on the target in-
stances. Then we prompt the GPT-3 (text-DaVinci-
002) model to overgenerate perturbations (3.1). We
use a teacher language model specializing in the
NLI task to filter the generated perturbations based
on the shift in model predictions from the orig-

inal to the new label (3.2). Formally, given an
input premise-hypothesis pair < P, H >, [ where
| € {Entailment, Contradiction, Neutral} is
the ground-truth label. We want to get a counter-
factual input < P, H >’ where we get P’ by
perturbing parts of the premise P and !’ is the new
label corresponding to the new input.

3.1 Prompting

We experiment with various prompting strategies
on GPT-3, detailed and illustrated in Figure 2. To
make local edits to a sentence following CAD
(Kaushik et al., 2019)’s procedure, we use a neural
syntactic parser (Akbik et al., 2019) to split sen-
tences to perturb into spans. Using this neural chun-
ker, we can get a set of spans S = {s : s € P} de-
composed from the premise P. These spans serve
as the potential locations for making a perturbation.

Masked Prompting. To prompt GPT-3 for coun-
terfactual perturbations, we use a masked NLI for-
mat to build the prompt. Let P and H be the
premise and hypothesis pair we want to perturb,
associated with the current label [ and the set of
spans S. We select one span from S and replace it
in the premise with a mask token [blank]. Given
a new label I’ we want to flip to, we ask the model
to fill in the blank mask token with creative per-
turbation s’ to get a new premise P’ that satisfies
I'. Here the perturbation serves as an intervention
in flipping the original label to the new label. Be-
cause during the generation time, one can not know
which span will flip the label after perturbation, we
overgenerate perturbations by iterating through all
the spans from a premise. Each span yields a new
prompt and makes a new request to GPT-3.

Insertion Mode. One of the key features of
GPT-3 is its insertion mode, which allows users
to insert a piece of text into the current con-
text and have the model generate text based on
the surrounding context. We can naturally con-
vert the masked-NLI prompt into an insertion
prompt format by providing the surrounding text
of the mask token to the model. By forming
a natural sentence, we try to align the prompt
to the pre-training objective of GPT-3 (e.g., ca-
sual language modeling). We first map the label
space {Entailment, Contradiction, Neutral}
to {true, false,possible}. Then we build the
prompt: "<Prefix> [insert] <Suffix>. It is <I’> that
<H>", where !’ is the new label.
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Original Premise:
A young girl looks up as she rides a merry-go-round.

Hypothesis:
The little girl can't wait to ride the roller coaster.

Label: Neutral New Label: Entailment

l

A young girl looks up It is true that
the little girl can't wait to ride the roller coaster.

a I
| 0\
Complete the context with creative content,

so the conclusion is true based on the context.
N\ J

.

)

Context:

A young girl looks up

Conclusion:

The little girl can't wait to ride the roller coaster.
should be:

at a very tall roller coaster with an eager
\_ and excited look on her face

)

Figure 2: Overview of the perturbation generation process on GPT-3 using the masked NLI prompt (right) and
the insertion NLI prompt (left-bottom). Here we are editing the input premise and hypothesis for the given NLI
problem to change the label from Neutral to Entailment. Thus we have "conclusion is true* in both prompts.

The advantage of using the insertion mode is that
the model considers both the prefix and suffix con-
text of the masked span. This solves a common is-
sue in the completion mode where the model tends
to finish a sentence when generating the perturba-
tion without noticing the suffix context. Addition-
ally, the insertion mode does not require in-context
learning examples, which yields more diverse gen-
erations at a much lower cost.

3.2 Teacher Model Filtering

Using a combination of the prompting strategies
detailed in the last section, we then implement a
filtering system to select the most promising coun-
terfactual examples, pruning out potential mistakes
made by GPT3. The filtering system first uses a
heuristic-based automatic filter to remove any gen-
erations that yield obvious signs of low quality,
ensuring that the remaining perturbations are more
likely to flip the label in the desired direction. Our
check for several criteria, including:
1. Does the perturbation contain parts from the
instruction or prompt?
2. Does the perturbation copy parts from the in-
context examples?
3. Does the perturbation repeat parts from the
premise or hypothesis?
Using a count of the lexical overlap rate between
sentences and a pre-defined set of common
negation words, we also remove any perturbations
with clear data artifacts, such as excessive lexical
overlap between premise and hypothesis or using

negation words as a shortcut to flip the label. After
the automatic filtering, we distill the remaining
data using a model-based teacher, which identifies
the perturbations that convert the original label
to the target label. To verify if a perturbation
potentially converts the original label in the
direction of the new label, a natural way would be
to check if the prediction probability of the new
label shifts by a large margin, given the new input
and the original input. Specifically, we calculate
the distributional shift as follows:

Ap = p(I'lP',H) — p(I'|P,H), (1)

which yields the change in prediction probability
from the original input to the new input. We use a
DeBERTa-v2 (He et al., 2020) model with SOTA
performance on NLI as the teacher model. Addi-
tional details about the prompting parameters and
teacher model can be found in Appendix A.

4 Evaluate Counterfactual Quality

Large general language models like GPT-3 enable
the generation of counterfactual data at a large
scale. The generation process is more efficient,
cheap, and flexible than crowdsourcing. Here we
evaluate the quality and diversity of DZSCQO data
against counterfactually augmented data written
by human workers (Human-CAD) (Kaushik et al.,
2019) using automatic and human-based metrics.
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Flip Rate Score 1
N2C N2E C2N C2E Avg

86.08 84.34 7342 8228 8255
7620 85.53 75.76 9243 83.14

Soft Flip Rate Score
E2C E2N N2C N2E C2N C2E Avg

Human-CAD 9432 8333 8861 86.75 8228 9494 88.24
DISCO (ours) 97.55 88.46 7620 89.47 9242 9545 93.33

Self-BLEU Diversity Score |
E2C E2N N2C N2E C2N C2E Awg.

Human-CAD 076 075 082 082 081 079 079
DISCO (ours) 023 026 026 0.18 025 021 023

OTDD Dataset Distance 1
E2C E2N N2C N2E C2N C2E Avg.

Human-CAD 217 95 179 139 238 217 180
DISCO (ours) 250 199 254 165 275 301 240

Data E2C E2N

Human-CAD  86.37 82.36
DISCO (ours) 78.53 82.70

Table 1: Automatic and human evaluation results on a
random subset (510 instances) of our counterfactual data
(DZSCO), compared with Human-CAD (Kaushik et al.,
2019), counterfactual data written by human workers.

4.1 Automatic Evaluation

Diversity Measurement Following other work
on CAD (Wu et al., 2021), we use Self-BLEU (Zhu
et al., 2018) to measure the diversity of the gen-
erated counterfactual examples. In Table 1, we
list the Self-BLEU score for each perturbation di-
rection. Compared to human-written examples,
GPT-3 generated examples have much lower Self-
BLEU scores than human-written ones indicating
that GPT-3 can generate far more diverse examples.

Dataset Distance The Self-BLEU score mea-
sures lexical and syntactic diversity only. To assess
the diversity of information in the data, we calcu-
late the dataset distance between the original exam-
ples and the new examples. Specifically, we mea-
sure dataset distance via OTDD (optimal transport
dataset distance) (Alvarez-Melis and Fusi, 2020), a
model-agnostic distance metric that can operate on
datasets with disjoint label sets. OTDD can mea-
sure how well the knowledge from one dataset can
transfer to another. We use OTDD to assess the
distributional difference between the original and
new examples. As Table 1 shows, our generated
examples have a higher distance from the original
examples than the human-written data, consistently
in all directions. This trend demonstrates that our
counterfactual data provide more diverse informa-
tion than human-written data.

4.2 Human Evaluation

Label-Flip Score The label-flip score is an
accuracy-based metric to check if the new exam-

ple after perturbation forms a counterfactual to the
original example. We check the flip score in two
aspects. The Label Flip Rate (LFR) calculates the
percentage of new examples that flip the original
label to the target label. The Soft Label Flip Rate
(SLFR) calculates the percentage of new examples
whose label differs from the original example’s la-
bel. SLFR measures how often LLMs generate
valid counterfactuals independent of whether the
new label is right. Given the rigidness of LFR and
the fluidity of some NLI judgements (Pavlick and
Kwiatkowski, 2019), this last metric is meaningful
for checking if we still generate valid counterfac-
tuals even when the exact label is not correct. The
high SLFR suggests that many examples not ac-
cepted by the filter could be valid counterfactuals
making them useful for other types of learning (e.g.,
leveraging signals from such data to train models
to identify counterfactuals). For a dataset with K
examples, we calculate FLR and SFLR as follows:

K

1 7 /
LFR = ?Z]l(lk =1)
k=1
1 & .
SLFR = Kkz:l]l(lk #11.),

where [ is the annotated label, I” is the target label,
and [ is the original label.

We use Amazon Mechanic Turk to conduct hu-
man evaluations, asking annotators to label a ran-
dom subset of our data following the standard an-
notation process for the NLI task. We assigned
three annotators for each example and did major-
ity voting on the annotated labels. We list more
details on the instructions, interface, and annotator
requirements in Appendix B. We only give anno-
tators the new sentence pairs to avoid bias from
the original example. Table 1 shows the human
evaluation results in each perturbation direction.

Compared to human-written examples, DZSCO
has lower LFRs only on generating contradictions,
showing that GPT-3 generates better entailment
and neutral examples rather than contradiction ex-
amples. We hypothesize that this is due to the
ambiguous boundary between contradiction and
neutral examples. Moreover, generating contradic-
tions while maintaining diversity is difficult. When
asked to generate contradictions, they tend to gen-
erate neutral examples by changing a sentence’s
semantics (i.e., adding diversified words). In the
case of Human-CAD, annotators tend to create con-
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Dataset Focus Size

PI-CD (a) Partial-input heuristics 3261

PI-SP (b) Partial-input heuristics 371

IS-CS (¢) Inter-sentences Heuristics 656

LI-LI (d,e) Logical Inference Ability 9927
LI-TS (f,g) Logical Inference Ability 9832
ST (e) Stress (distraction & noise) test 93447
HANS (h) Syntactic Heuristic 30000
MNLI-hard-m Out-of-distribution 4573
MNLI-hard-mm  Out-of-distribution 4530
QNLI Out-of-distribution 5266
Human-CAD Counterfactual consistency 1600
SNLI-hardo— Counterfactual consistency 3042
WANLI-— Counterfactual consistency 4000

(a) Gururangan et al. (2018)
(c) Nie et al. (2019)

(e) Naik et al. (2018)

(g) Wang et al. (2019b)

(b) Liu et al. (2020a)

(d) Glockner et al. (2018)

(f) Minervini and Riedel (2018)
(h) McCoy et al. (2019)

Table 2: Details about the evaluation datasets we used
for the experiments.

tradictions using simple tricks like negation (Joshi
and He, 2022). Although these tricks can produce
absolute contradiction examples, they can intro-
duce strong data artifacts, leading to a model that
is not robust. Overall, the human evaluation scores
show that our distilled counterfactual data exceeds
human-written examples in correctly flipping the
label, as shown by a higher average flip rate score.

5 Experiments

5.1 Counterfactual Data Augmentation

We next investigate how distilled GPT-3 counter-
factual data can improve model robustness and gen-
eralizability through data augmentation. Given
a set of original data D = {X, )}, we gener-
ate a perturbation z for each example in a subset
of D (D? = {X*,Y*}), and convert the original
one to a counterfactual example: D¢ = {(z¢ =
z(z),y)|x € X%y € Y*}. Next, we augment
this subset by merging it with the counterfactual
examples: D* = D? U D¢. For additional data
augmentation, we also select a base set D° (a ran-
dom subset from D), merge it with the augmenta-
tion set D* and remove any duplicated examples:
Dirain = D U D* — D We use models trained
on base sets D° alone as baselines and evaluate
whether augmenting the base sets using DISCO
data would improve the baselines’ performances
following Z-aug (Wu et al., 2022) and WANLI
(Liu et al., 2022). We train a smaller student model,
based on RoBERTa-large (355 million parame-
ters) using the implementation from Wolf et al.

(2020), on Dyygin and D?. Then, we evaluate the
model on a set of test datasets for measuring ro-
bustness and OOD generalizability.

Source Datasets We select SNLI (Bowman et al.,
2015) as the source dataset for generating DZSCO
data and for data augmentation. SNLI is a widely-
used NLI dataset employed in numerous research
studies. We apply data cartography (Swayamdipta
et al., 2020) to select the ambiguous part of SNLI.
The paper suggests that training on ambiguous data
yields more robust models. Our intuition is that en-
hancing the ambiguous set with counterfactual ex-
amples would benefit the model’s learning. We also
augment DZSCO on WANLI (Liu et al., 2022) to
analyze the benefits of counterfactual data augmen-
tation on a dataset constructed via human-GPT-3
collaboration.

Evaluation Datasets We first evaluate how ro-
bust model performance is under adversarial and
stress tests. We select the adversarial datasets
from Liu et al. (2020b)’s benchmark for debias-
ing strategies and NLI stress test suite from Naik
et al., 2018’s work. Next, we evaluate the model’s
generalizability across different distributions. We
select two datasets with a different distribution
from the SNLI dataset: MNLI-hard (matched and
mismatched) (Mahabadi et al., 2020), and QNLI
(Wang et al., 2018), a dataset adapted from the
Stanford Question Answering Dataset (Rajpurkar
et al., 2016). Details about the evaluation datasets
are included in Table 2.

Comparisons For naive comparison, we evalu-
ate our models against baselines trained D only
without data augmentation. Then, we compare
our models to prior augmentation methods, includ-
ing Tailor (Ross et al., 2022), WANLI (Liu et al.,
2022), Z-aug (Wu et al., 2022), and Human-CAD
(Kaushik et al., 2019). For WANLI and Z-aug, we
also augment them on the full SNLI training set
because of their large dataset sizes. In addition,
we fine-tune a model only on DZSCO to compare
with all the models above (see Appendix A for
more details about training and hyper-parameters).

Results Table 3 shows that our counterfactual
data augmentation significantly improves over the
baseline performance on most robustness datasets
when augmenting the DZSCO dataset on a subset
of SNLI. Augmenting or training with DZSCO
data achieves the highest accuracy on 7 evaluation
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Model Robustness OOD Generalization
Method Size PI-CD PI-SP IS-CS LI-LI LI-TS ST HANS MNLI' MNLI? QNLI
Large-size augmentation on full SNLI
SNLI 549,367 82.2 69.0 68.4 93.6 725 724 731 78.5 78.2 64.5
+ WANLI 652, 252 83.4 82.7 69.5 86.2 843 674 874 78.2 78.0 78.6
+ Z-aug 1,142,475 84.1 72.5 72.6 93.9 87.1 754 683 80.0 80.7 75.0

Augmentation on subset of SNLI

SNLI-subset 100,000 82.0 71.7 65.1 85.5 839 695 658 78.0 79.1 73.4
+ Tailor 192,457 79.5 52.0 55.8 84.6 80.1 62.7 55.8 64.1 65.7 714
+ Human-CAD 108,330 82.8 77.8 69.2 90.7 87.1 71.3 65.5 79.0 79.0 72.8
+ DZSCO (ours) 165,418 84.1 74.1 735 921 884 77.0 70.1 80.5 80.2 77.7
Augmentation on WANLI

WANLI 102,885 65.6 81.3 65.9 65.6 827 565 894 76.1 76.3 81.1
+ DZSCO (ours) 177,885 82.8 83.8 72.0 86.8 85.1 68.6 87.4 80.0 78.7 814
Trained on DZSCO (ours) data only

DZISCO (ours) 75,000 83.5 77.4 73.3 89.4 889 763 70.7 79.2 79.5 79.1

Table 3: Results on Stress-tests, robust NLI test suites (Liu et al., 2020b), MNLI-hard, and QNLI. The bold numbers
are the highest accuracy within a column, and the underlined numbers are the highest accuracy for each section.
MNLI! refers to MNLI-hard-match, and MNLI? refers to MNLI-hard-mismatch.

sets. When augmenting on WANLI, the augmented
model achieved better average performance (75.1)
on robustness than the baseline WANLI model
(65.9). We list the average performance gain for
robustness and OOD generalization in Table 4. We
can see that DZSCO-augmented models improve
model robustness over baselines by a large margin
(6.5 SNLI and 9.5 WANLI). These results show
the efficacy of our counterfactual data in helping
models mitigate multiple types of NLI data bias
altogether. On out-of-distribution (OOD) gener-
alization, models trained on DZSCQO augmented
data achieve a positive performance gain of 2.7
% over the SNLI subset baseline and 2.1% over
the WANLI baseline. This suggests that augment-
ing with DZSCO helps the model generalize to
datasets with distributional shifts. Compared to
prior data augmentation methods, DZSCO data
can more significantly improve model performance,
showing that our method yields high-quality and
effective augmentation data.

In addition, DZSCQO is much smaller than other
augmentation data like WANLI and Z-aug. Interest-
ingly, training on DZSCQO data yields better perfor-
mance than these models trained on large datasets
(on 7 datasets).

5.2 Counterfactual Evaluation

In our second experiment, we investigate how
DISCO data can enhance counterfactual reason-
ing ability of models on NLI problems. Coun-
terfactual reasoning is the ability to predict how

Test Metrics Original Augmented A
£ Robustness Avg. 71.0 71.5 6.5
E’ 0OO0D Avg. 76.7 79.4 2.7
Z Acco— Avg. 47.1 55.2 8.1

05 Avg. 58.6 64.9 6.3
~ Robustness Avg. 65.9 751 9.2
Z 00D Avg. 78.0 80.1 2.1
B Acco— Avg. 34.6 527 18.1

05 Avg. 44.9 57.6 12.7

Table 4: Performance gain of data augmentation using
DZSCO from baselines without augmentation (i.e., us-
ing the base sets in the first column).

an alternative context, contrary to the present con-
text, might have resulted in different outcomes (Qin
et al., 2019). In the setting of NLI, we alter the cur-
rent context with text perturbations sufficient to
change the current label to a different one while
spuriously correlated features remain identical. A
model that relies heavily on spurious features will
likely fail to predict both the original and counter-
factual examples correctly (Feder et al., 2022).

Evaluation Datasets We first create two counter-
factual evaluation datasets using GPT-3 to generate
the perturbations. We recruit human workers on
Amazon Mechanic Turk to annotate labels for the
two datasets. SNLI-hard-— is constructed us-
ing a subset of the SNLI-hard (Gururangan et al.,
2018) dataset. We pair each original example with
the generated counterfactual example, where hu-
man annotators provide the gold label. In addi-
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tion, we want to construct a dataset different from
DISCQO’s distribution. Thus, we select a subset
from the WANLLI test set and follow the same pro-
cedure as SNLI-hardo— to get a counterfactual
evaluation set WANLI5—. We assign three human
workers to each problem to annotate the label. We
list more details on the instructions, interface, and
annotator requirements in Appendix B. We also
include the Human-CAD dataset as the examples
were written and labeled by human workers.

Metrics We measure models’ counterfactual rea-
soning ability along two dimensions. First, we
measure counterfactual sensitivity d5: how confi-
dently a model differentiates the original and coun-
terfactual examples. In other words, how confi-
dently does it assign a different label when there
is a causal change in the input. Specifically, we
define J5 € [0, 1] as:

(p(']2") = p('|x)) + (p(l|z) — p(I[z"))

5 )
where x = (P, H) is the original input and 2’ is
its perturbation. Intuitively, this metric quantifies
the amount of shift in model predictions between
the two related examples. Unchanged model pre-
diction results in a sensitivity of 0. When model
prediction changes with extremely high confidence
(i.e., assigning 100% on its predicted labels), J; is
normalized to 1. In binary classification, when the
predicted label changes, the metric simplifies to:

s = p(l'|lz") + p(l|z) — 1.

05 here measures the model’s confidence in pre-
diction when the context changes, shown by the
probability it assigns to the predicted labels. In
general, the higher the J,, the more sensitive the
model is to context changes in the input.

Next, we measure the counterfactual accuracy
Acco—. Under this metric, a prediction is correct
only when the model correctly predicts the original
and counterfactual examples. We use counterfac-
tual accuracy to measure the consistency of model
performance on original and counterfactual exam-
ples. Acco— is defined as:

0s =

K

1 7 * 77 *

e 301 (0Pw ) = 1) A GulPL ) = ) ).
k=1

where K is the number of examples evaluated, I ,i’
are model predictions for the original and coun-
terfactual examples, and [*, I"* are the gold labels,

Human-CAD SNLI-hardo— WANLI—
Method O Aceco— Oy Ace— Oy Ace—
SNLI-subset 62.8 59.1 66.1 51.1 51.3 39.3
+ Tailor 588 556 606 55.6 339 237

+Human-CAD 709 636 73.6 54.1 346 428
+ DISCO(ours) 694  64.1 74.3 60.3 559 477

WANLI 414 305 474 27.0 445 421
+DISCO(ours) 65.6 649 685 59.2 46.1 42.8

DISCO(ours) 657 665 712 63.1 419 483

Table 5: Performance on the counterfactual sensitiv-
ity tests including three datasets: Human-CAD, SNLI-
hard—, AND WANLI—. The models used for evalu-
ation are from the first experiment directly.

respectively. This is similar in spirit to evalua-
tions based on contrast sets from Gardner et al.
(2020), perturbation clusters from Khashabi et al.
(2020), and the grouped probe metric of Trivedi
et al. (2020).

Results Table 5 shows models’ performance on
the three counterfactual evaluation sets. Models
augmented or trained with DZSCO consistently
outperform the baseline models by a large margin.
Training with only DZSCO achieves the highest
counter accuracy while augmenting DZSCO on
the SNLI subset achieves the highest counterfac-
tual sensitivity. This shows that our data helps
increase the model’s ability to differentiate the two
examples and improve its reasoning performance
on counterfactual data. Compared to other data
augmentation methods, DZSCO yields a perfor-
mance gain on both metrics showing its benefit on
counterfactual reasoning.

DZISCO increases the WANLI baseline’s sen-
sitivity and accuracy by more than 20% and
30% respectively on both Human-CAD and SNLI-
hardo— . However, the increase on WANLI— is
marginal, which is likely because DZSCO and the
WANLI train set have very different distributions
(OTDD distance 579). Although WANLI5— is
close to the WANLI train set (OTDD distance 270),
training on it yields lower accuracy than DZSCO,
indicating that human-GPT-3 collaborated data con-
struction does not necessarily grant models the abil-
ity to reason on counterfactual data. Thus, we can
confirm that the distillation step on top of GPT-3
generation is essential for improving the model’s
counterfactual reasoning ability.
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6 Conclusion

In this paper, we introduced the DZSCQO frame-
work for distilling high-quality counterfactual data
from large language models (LLMs) using a task-
specific teacher model for NLI. Through automatic
and human evaluations, we show that counterfac-
tuals generated by LLMs have higher quality and
accuracy than human-written examples while hav-
ing more diverse perturbations. Our evaluation
results suggest that training or augmenting with dis-
tilled counterfactual data can help mitigate various
types of distinct spurious patterns. Counterfactual
examples produced by DZSCO significantly ben-
efit model performance with improved robustness
and out-of-distribution (OOD) generalizability. De-
spite a smaller data size, DZSCO data help models
achieve better performance on the evaluation sets
than baselines with extensive data. Furthermore,
training on DZSCO examples improves model per-
formance on counterfactual accuracy and helps the
model be more sensitive to the context changes
between counterfactual and original examples.

For future work, our method suggests several
directions. While our efforts are limited to NLI,
generating counterfactual data using LLMs is more
general and, we believe, can be fruitfully ap-
plied to a wider range of tasks. In specific, only
a task-specific filter model and modification to
LLM prompts are needed to extend our genera-
tion pipeline to other tasks or even other languages.
Also, while our approach takes inspiration from
knowledge distillation (Hinton et al., 2015) ap-
proaches and relies on a feacher filtering model,
alternative strategies could be used to improve the
quality. As a related direction, techniques for semi-
supervised learning over unfiltered LLM output
should also be investigated to help utilize the wide
range of data produced by LLMs.

7 Limitations

While we have argued that our approach to col-
lecting counterfactual data via DZSCQO is agnostic
to the particular task and language, we emphasize
that the experiments we report are limited to En-
glish and the task of NLI. Given that English is a
high-resource language, there could be additional
challenges (e.g., finding the tools needed for mak-
ing span selection) in re-creating our pipeline for
other languages. We also emphasize that our data
generation experiments were carried out using only
a single LLM, namely the publicly available GPT3

model first reported in Brown et al. (2020).

As with the related studies we cite (e.g., Liu et al.
(2022)), given the high costs associated with large-
scale prompting, we are unable to ablate all parts
of our data generation pipeline (e.g., the effect of
systematically alternating prompting styles at scale,
alternative span extraction techniques). Similar to
virtually all experiments involving LLM prompting,
such differences could affect the results and quality
of the resulting augmentation datasets. Similarly,
given the high costs of human annotation, we have
limited our human evaluation to around 500 ran-
dom instances (each involving 3 annotators), which
follows other related studies.
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A Hyper-parameters and Implementation

GPT3 and Teacher Model For perturbation
overgeneration, we use GPT-3 with the text-
DaVinci-002 version. We set the temperature to 0.8
to encourage creative generations. For the penalties,
we set the frequency penalty and presence penalty
to 0.8 to lower the likelihood of sampling repeated
words. To mitigate error propagation from the filter-
ing step, we use a publicly available DeBERTa-v2
(He et al., 2020) model checkpoint (containing 1.3
billion parameters) trained on a mixture of NLI
datasets, including SNLI (Bowman et al., 2015),
MultiNLI (Williams et al., 2018), FEVER (Thorne
et al., 2018), ANLI (Nie et al., 2020), that achieves
SOTA performance on these datasets.

Student Models and Training Protocol For all
experiments, we tuned Robert-large (containing
345 million parameters) via a random search over
key hyper-parameters in the style of Devlin et al.
(2019). We used ADAM (Kingma and Ba, 2015) as
our optimizer. The key hyper-parameters include
learning rate (including 2e — 5,3e — 5,5e — 5),
batch size (between 32, 64), warmup ratio (in the
range of 0.08,0.1) and number of epochs (3 to
5); weight decay was kept constant at 0.1 fol-
lowing Liu et al. (2022), and early stopping was
used with a patience of 2 epochs. We generally
found the following configuration to yield good per-
formance: LR=3e — 5, epochs=3, batch_size=64,
warmup_ration=0.1. Standardly, model selection
was performed by choosing the model with the
highest validation accuracy. In our main result
tables (i.e., Tables 3-4) we report the best of 5 mod-
els based on random restarts with different random
seeds in all rows excluding the first 3. In the first 3
rows, given the large size of the training sets and
the generally high cost of fine-tuning, we report the
best single run (and generally found these models
to yield low variance across hyper-parameters).

When comparing against other data augmenta-
tion approaches, e.g., Z-aug (Wu et al., 2022), we
used the exact code base compared with models
trained on DZSCO to remove any differences in
implementation (our implementation is based on
the transformers library (Wolf et al., 2020)). All
experiments were performed on an NVIDIA RTX
A6000 GPU.

B Human Annotation Details

We recruit human annotators to evaluate our gener-
ated counterfactual data and to annotate two eval-
uation sets for counterfactual consistency: SNLI-
hardg— and WANLIg—. Here we discuss the de-
tails of our annotation studies. Screenshots of the
instructions, guidelines, and annotation interface
are shown in Fig 3 and Fig 4.

Annotators We recruit human workers on the
Amazon Mechanical Turk ! platform. We required
Mechanical Turk Masters to perform our tasks. An-
notators must have a HIT approval rate of 98%, a
total of 1000 approved HITs, and be in the United
States. Throughout the data collection process,
we randomly select a subset of the annotations to
check and correct any potentially controversial an-
notations. For each problem, we assign three an-
notators and use a majority vote to determine the
final annotation. Workers were paid $0.3 for each
AMT hit (consisting of 10 examples to annotate).

"https://www.mturk.com/
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Determine if the relationship between sentence A and sentence B, whether sentence A entails sentence B (Given Sentence A, you are confident that Sentence B is true or would happen) or sentence A
contradicts with sentence B (Given Sentence A, you are confident that Sentence B cannot happen or is false) or neither(can not be determined).

[Sentence A: The ponies look like they love each other.
ISentence B: The ponies are being intimate.
Answer: Entails.
Loving_each other means they are being

lintimate.

[Sentence A: A man with glasses and a red vest operates a
imachine.
[Sentence B: A man is at cafe
Answer: Cannot be determined.
The man might be an employee in the cafe,

[Sentence A: City workers are doing repairs.
[Sentence B: The workers are not working today.
Answer: Contradicts.
Doing repairs means the workers are working

today.

A: Akidis g on a handrail.

B: The kid does a skateboarding trick.

Answer: Entails.

Explanation: Skateboarding on a handrail is a cool way, of

iskateboardi

ISentence A: A couple walking down the street.

B: People getting exercise.
Answer: Cannot be determined.
It's unsure whether walking serves as this

ISentence A: A woman in pink is covering her face with a
iscarf.
iSentence B: A woman puts a scarf on the girl.
Answer: Contradicts.
The woman is putting the scarf on her face
linstead of on the girl.

Figure 3: The annotated examples with explanations used on Amazon Mechanical Turk.

Instructions:

B: A woman is cleaning the floor.

IO Entails
[© Contradicts

[O Cannot be determined

[Sentence B: Two people are sitting in a restraunt in the city.

O Entails
O Contradicts

O Cannot be determined

[Sentence A: Blond woman in a white shirt is cleaning a floor with a mop.

{Sentence A: Two people are sitting at a table in a restraunt on a city street.

Determine if the relationship between sentence A and sentence B, whether sentence A entails sentence B (Given Sentence A, you are confident that Sentence B is true or would happen) or sentence A
with B(Given Sentence A, you are confident that Sentence B cannot happen or is false) or neither (can not be determined).

Figure 4: Instructions provided to human annotators on Amazon Mechanical Turk and the annotation interface.
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