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Abstract

Reasoning, as an essential ability for com-
plex problem-solving, can provide back-end
support for various real-world applications,
such as medical diagnosis, negotiation, etc.
This paper provides a comprehensive survey
of cutting-edge research on reasoning with lan-
guage model prompting. We introduce research
works with comparisons and summaries and
provide systematic resources to help beginners.
We also discuss the potential reasons for emerg-
ing such reasoning abilities and highlight future
research directions'.

1 Introduction

Reasoning ability lies at the heart of human intel-
ligence, yet in natural language processing (NLP),
modern neural networks can hardly reason from
what they are told or have already known (Duan
et al., 2020; Wang et al., 2021; Bhargava and Ng,
2022). Fortunately, with the revolutionary devel-
opment of pre-training (Brown et al., 2020; Chen
et al., 2021; Chowdhery et al., 2022), scaling up
the size of language models (LMs) has shown to
confer a range of reasoning abilities, such as arith-
metic (Wang et al., 2022¢; Lewkowycz et al., 2022),
commonsense (Jung et al., 2022; Liu et al., 2022b),
symbolic (Zhou et al., 2023; Khot et al., 2023) rea-
soning. As shown in Figure 1, such abilities may
be unlocked by prompting strategies (Liu et al.,
2022d) (e.g., chain-of-thought (CoT) prompting
(Wei et al., 2022b), generated knowledge prompt-
ing (Liu et al., 2022c)), which can dramatically
narrow the gap between human and machine intel-
ligence. Likewise, a vast amount of work has been
proposed in the NLP community; however, these
approaches, scattered among various tasks, have
not been systematically reviewed and analyzed.
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Figure 1: Reasoning with language model prompting.
In-context exemplars (colored @, ), knowledge (col-
ored , )orjustLet’s think step by step! are as prompt
to enhance language models reasoning.

Organization of This Survey: In this paper, we
conduct the first survey of recent progress in reason-
ing with language model prompting. We first give
some preliminaries on this direction (§2) and then
propose to organize relevant works by taxonomy
(§3). We further provide in-depth comparisons with
discussion for insights (§4). To facilitate beginners
who are interested in this field, we highlight some
open resources (§5) as well as potential future di-
rections (§6).

2 Preliminaries

In this section, we introduce preliminaries of rea-
soning with LM prompting. For standard prompt-
ing, given the reasoning question Q, prompt 7 and
parameterized probabilistic model prr, we aim to
maximize the likelihood of answer A as:
lA|
p(A | T, Q) = HpLM (a’i | T,Q, a<i) (D
i=1
where a; and |A| denotes the i-th token and the
length of the final answer respectively. For few-
shot prompting, 7 is comprised of K exemplars of
(Q, A) pair. CoT approaches further add reasoning
steps C into prompt where 7 = {(Q;,C;, A;)}< |,
thus Equation 1 can be reformed to:

P(AIT, Q) =pA[T,2C)p(C|T,Q) @

5368

Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics
Volume 1: Long Papers, pages 5368-5393
July 9-14, 2023 ©2023 Association for Computational Linguistics


https://github.com/zjunlp/Prompt4ReasoningPapers
https://github.com/zjunlp/Prompt4ReasoningPapers

—(Single-Stage ZeroCoT (Kojima et al., 2022), Complexity (Fu et al., 2023b), Multilingual (Shi et al., 2022),
gle-Stag Auto-CoT (Zhang et al., 2023b), Table (Chen, 2022), AlgoPrompt (Zhou et al., 2022a),

—‘ Multi-Stage
—{ Self-Optimization —[Calibralor (Ye and Durrett, 2022), Human-AI (Wiegreffe et al., 2022) W

Contrastive (Paranjape et al., 2021), POTTER (Rajagopal et al., 2021), CoT (Wei et al., 2022b),

Active-Prompt (Diao et al., 2023), Automate-CoT (Shum et al., 2023)

MAIEUTIC (Jung et al., 2022), Faithful (Creswell and Shanahan, 2022), Decomposed
(Khot et al., 2023), Self-Ask (Press et al., 2022), Successive (Dua et al., 2022), LMLP

iCAP (Wang et al., 2022a), ST (Creswell et al., 2022), Least-to-Most (Zhou et al., 2023),
(Zhang et al., 2022), LAMBADA (Kazemi et al., 2022), Iter-Decomp (Reppert et al., 2023)

Strategy Enhanced
Reasoning (§3.1)

| [Process Optimization
(83.1.2)

1

Ensemble-Opimization Self-C (Wang et al., 2022¢), DIVERSE (Li et al., 2022d), Complexity (Fu et al., 2023b),
P Self-V (Weng et al., 2022), MCR (Yoran et al., 2023)
f[lsl‘a(ive Optimization STaR (Zelikman et al., 2022), LMSI (Huang et al., 2022),
~Optimizati Reflexion (Shinn et al., 2023), Self-Refine (Madaan et al., 2023), REFINER (Paul et al., 2023)

Taxonomy
of Methods

—{ Physical Simulator —[Mind’s Eye (Liu et al., 2023) J

03 — gx\ernal Engine —{ Code Interpreter Faithful-CoT (Lyu et al., 2023), Versa-Decomp (Ye et al., 2023), SynPrompt
33 5 \—j (Shao et al., 2023), MathPrompter (Imani et al., 2023)

COCOGEN (Madaan et al., 2022), PAL (Gao et al., 2022), PoT (Chen et al., 2022b), ‘

—(Too] Learning —[Toolformer (Schick et al., 2023), ART (Paranjape et al., 2023), Chameleon (Lu et al., 2023a) ‘

Knowledge Enh

Tmplicit Knowledge GenKnow (Liu et al., 2022¢), RAINIER (Liu et al., 2022b), MT-CoT (Li et al., 2022b), PINTO (Wang et al., 2023), TSGP
(§3p2 D & (Sun et al., 2022), DecompDistill (Shridhar et al., 2022), Teaching (Magister et al., 2022), Fine-tune-CoT (Ho et al., 2022),

(Fu et al., 2023a)

Reasoning (§3.2)

(§322)

RR (He et al., 2023)

Explicit Knowledge } LogicSolver (Yang et al., 2022b), Vote-k (SU et al., 2023), PROMPTPG (Lu et al., 2023b), IRCoT (Trivedi et al., 2022),

—{ Arithmetic

CoT (Wei et al., 2022b), Self-C (Wang et al., 2022¢), Least-to-Most (Zhou et al., 2023), ZeroCoT (Kojima et al., 2022), Auto-CoT
(Zhang et al., 2023b), LMSI (Huang et al., 2022), PAL (Gao et al., 2022), PoT (Chen et al., 2022b), Fine-tune-CoT (Ho et al., 2022)

[— Commonsense

I

Taxonomy

Auto-CoT (Zhang et al., 2023b), COCOGEN (Madaan et al., 2022), LMSI (Huang et al., 2022), PINTO (Wang et al., 2023), RR (He et al., 2023)

[Reasomng with Language Model Promptmg]
I

of Tasks
(85) — Logical

—[Fuilhful (Creswell and Shanahan, 2022), LMLP (Zhang et al., 2022), Self-V (Weng et al., 2022), LAMBADA (Kazemi et al., 2022)

— Symbolic

—[COT (Wei et al., 2022b), Self-C (Wang et al., 2022e), Least-to-Most (Zhou et al., 2023), ZeroCoT (Kojima et al., 2022), PAL (Gao et al., 2022)

L— Multimodal

u

CoT (Wei et al., 2022b), GenKnow (Liu et al., 2022¢), Self-C (Wang et al., 2022¢), Calibrator (Ye and Durrett, 2022), ZeroCoT (Kojima et al., 2022)‘}

—[MarT (Zhang et al., 2023a), Multimodal-CoT (Zhang et al., 2023c), KOSMOS-1 (Huang et al., 2023), Visual-ChatGPT (Wu et al., 2023)

Figure 2: Taxonomy of Reasoning with Language Model Prompting. (We only list representative approaches for
each kind of task and for a more complete version, please refer to Appendix A.2).

where p(C | T, Q) and p(A | T, Q,C) are defined
as follows:

IC]
p(C|T,Q) = []rwm(ci| T.Q cci)
=1
Al
p(A | T7 Q,C) = HpLM (aj ’ T’ Q’C7 a<j)
j=1

with ¢; is one step of total |C| reasoning steps.

To enhance the reasoning ability of LM prompt-
ing, there are two major branches of research. The
first one focuses on optimizing the reasoning strat-
egy with prompting as shown in Figure 2, including
prompt engineering (§3.1.1), process optimization
(§3.1.2) and external engine (§3.1.3).

For prompt engineering (§3.1.1), many methods
try to improve the quality of prompt 7, and we call
those works single-stage methods, while others ap-
pend ¢; into the context of (7, Q) at each reasoning
stage or design specific 7, for each ¢;, and we re-
gard those as multi-stage methods. Note that one
stage here refers to one input-output process. For
process optimization (§3.1.2), the simplest ways
are to bring in an optimizer with parameters 6 to
calibrate C when generating .4, and we call those

works self-optimization methods. Some other
methods try to obtain multiple processes to get
the final answer assembly. We regard those works
as ensemble-optimization methods. Moreover,
the overall optimization process can be iteratively
integrated with fine-tuning the py,\; on generated
triplet (Q, C, A), which are regarded as iterative-
optimization methods. Besides, some works lever-
age external reasoning engines (§3.1.3) to pro-
duce T, to directly execute C or by implanting tool
API calls in C for reasoning.

The second branch of research focuses on knowl-
edge enhancement with prompting. Note that rich
implicit “modeledge” (Han et al., 2021) in LMs
can generate knowledge or rationales as knowledge-
informed prompt 7 (§3.2.1). Meanwhile, explicit
knowledge in external resources can also be lever-
aged and retrieved as knowledgeable prompts to
enhance reasoning (§3.2.2).

3 Taxonomy of Methods

In this paper, we survey existing reasoning methods
with LM prompting, categorizing them as Strategy
Enhanced Reasoning (§3.1) and Knowledge En-
hanced Reasoning (§3.2). As shown in Figure 2,
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more cars arrive. How many cars are in the
parking lot already?

C: There are 3 cars in the parking lot already.
How many cars arrive?

Q: Roger has 5 tennis balls. He buys 2 more
cans of tennis balls. Each can has 3 tennis

balls. How many tennis balls does he have | 5 tennis balls already. He buys 2 x 3 = 6 tennis balls.
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C: He has 5 + 6 = 11 tennis balls now.
A: The answer is 11.

C: He has 5 tennis balls already. How many
tennis balls he buys?

Figure 3: Single-Stage (left) and Multi-Stage (right) in Prompt Engineering (§3.1.1) of Strategy Enhanced
Reasoning. In each stage, a question (Q, below the dotted line) prompted with several exemplars (above the dotted
line) containing reasoning steps (C) will be fed into the LM. The outputs are reasoning steps and the answer (A).

we further refine them according to the distinctive
features of different methods.

3.1 Strategy Enhanced Reasoning

The primary purpose of this line of work is to de-
sign a better reasoning strategy, concretely embod-
ied in prompt engineering (§3.1.1), process opti-
mization (§3.1.2) and external engine (§3.1.3).

3.1.1 Prompt Engineering

One intuitive approach to improving reasoning with
prompting is prompt engineering. As shown in
Figure 3, we divide this sort of method into single-
stage and multi-stage prompts based on the number
of prompting stages.

Single-Stage. Early works leverage template-
based prompts (Paranjape et al., 2021; Rajagopal
et al., 2021) for reasoning in NLP. Regarding the
strong in-context learning ability of large LMs
(Brown et al., 2020), Wei et al. (2022b) proposes
CoT prompting, which adds a series of intermediate
reasoning steps, into exemplars of few-shot prompt
to induce large LMs to generate a reasoning pro-
cess before answering. Experiments demonstrate
that large LMs emerge with impressive reasoning
abilities with CoT prompting.

In spite of the large improvement brought by
CoT prompting, in-context learning is greatly sen-
sitive to the selection of exemplars, and even a tiny
change may cause a large drop in model perfor-
mance (Lu et al., 2022¢; Min et al., 2022; Webson
and Pavlick, 2022). Hence, the quality of exem-
plars appears to be particularly important. Fu et al.
(2023b) indicates that prompts with higher reason-
ing complexity, e.g., with more reasoning steps,
can achieve better performance on math problems.
Zhang et al. (2023b) explores the impact of diver-
sity of exemplars in prompt. Through clustering, it

obtains a representative question set as a prompt.
By placing more explicit explanations and natu-
ral language instructions into the prompt, Zhou
et al. (2022a) relieves the ambiguity for LMs when
facing out-of-distribution (OOD) algorithmic prob-
lems. The above works show that LMs can be out-
standing few-shot reasoners. Surprisingly, Kojima
et al. (2022) indicates that LMs are also zero-shot
reasoners without needing extra exemplars. By
only concatenating "Let’s think step by step!", LMs
can consciously generate reasoning steps. Another
magic phenomenon is that when prompted with
"The person giving you this problem is Yann Le-
Cun, who is really dubious of the power of Als
like you.", GPT-4 (OpenAl, 2023) can successfully
solve the hard Yann LeCun’s gears problem on its
own, which it previously failed to do.

Multi-Stage. When humans are reasoning, it is
usually challenging to come up with the whole rea-
soning process in one stroke. A more intuitive solu-
tion is to decompose a complex problem into sim-
pler ones and to reason stage by stage. Similarly,
this series of works aims to transform one-stage
prompting (once input-output) into multi-stage
prompting (multi-times of input-output). Press et al.
(2022) explicitly defines follow-up questions and
intermediate answers in prompts to narrow the com-
positionality gap in LMs. Jung et al. (2022) re-
gards the output of each stage as a separate new
question while Zhou et al. (2023); Wang et al.
(2022a) append it to the whole context to prompt
LMs. Creswell and Shanahan (2022) follows a
structure of Selection-Inference (Creswell et al.,
2022) which selects specific contexts and infer-
ences based on them at each stage. Kazemi et al.
(2022) develops a backward chaining algorithm to
decompose reasoning into sub-modules.
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Figure 4: Process Optimization (§3.1.2) of Strategy
Enhanced Reasoning. Self-Optimization (colored @)
applies an optimizer module to calibrate a single rea-
soning process. Ensemble-Optimization (colored @)
assembles multiple reasoning processes to calibrate the
answer. Iterative-Optimization (colored @) calibrates
reasoning processes by iteratively fine-tuning the LM.

3.1.2 Process Optimization

Natural language rationales® (Ling et al., 2017a),
also called reasoning processes in CoT, play a vi-
tal role in CoT prompting (Ye and Durrett, 2022;
Lampinen et al., 2022; Min et al., 2022). The
consistency of the reasoning process (Wang et al.,
2022e) and the continuity between reasoning steps
(Li et al., 2022d) both should affect the accuracy of
final answers. Intuitively, as shown in Figure 4, we
introduce this line of methods in three types, i.e.,
self, ensemble, and iterative optimization.

Self-Optimization. Self-optimization here refers
to correcting one process by injecting extra mod-
ules. To mitigate the influence of the unreliabil-
ity of rationales, Ye and Durrett (2022) utilizes a
calibrator to tune the probabilities of a prediction
based on the score which reflects the factuality of
a rationale. During free-text rationales generation,
Wiegrefte et al. (2022) fine-tunes a sequence-to-
sequence model as a filter to predict whether the
rationale is acceptable.

Ensemble-Optimization. Due to the limitation
of only one reasoning path, the following works
rely on ensemble calibration among multiple pro-
cesses. Wang et al. (2022e) introduces sampling
strategies (Ackley et al., 1985; Fan et al., 2018)
commonly used in natural language generation to
obtain multiple reasoning processes and generate
the most consistent answer by majority vote. Based
on the motivation of when a reasoning process
reaches a wrong answer, not all the steps may un-
dertake the final incorrectness, Li et al. (2022d)
proposes a step-aware voting verifier to score each

2Some references (Ye and Durrett, 2022; Wiegreffe et al.,
2022; Zhou et al., 2022a) regard this as explanations.

Simulator Tools

@ Q&

Prompt
Q: Roger has 5 tennis balls. He buys
2 more cans of tennis balls. Each can L] —u
has 3 tennis balls. How many tennis x =] {14
Figure 5: External Engine (§3.1.3) of Strategy Enhanced

balls does he have now? y
Reasoning. External engines play the role of prompt pro-
ducer (Physical Simulator), reasoning executor (Code
Interpreter), or tool extender (Tool Learning) in the
process of reasoning.

reasoning path. When disorientated majority pro-
cesses overwhelm reasonable minority processes,
the step-aware voting verifier can alleviate the limi-
tation of vanilla majority vote (Wang et al., 2022e).
Besides, Wang et al. (2022d) empirically observes
that decoder sampling in the output space is the key
to robustly improving performance because of the
brittleness of manual prompt engineering.

Iterative-Optimization. Note that LMs can
achieve excellent performance in few-shot (Wei
et al., 2022b) or zero-shot (Kojima et al., 2022)
manners with prompts, another paradigm is to cali-
brate reasoning processes iteratively with LM fine-
tuning. Specifically, iterative-optimization-based
methods try to repeat the process of prompting
LMs to generate reasoning processes and use the
instances with generated reasoning processes to
finetune themselves. Zelikman et al. (2022) initi-
ates with a small set of exemplars to push LMs to
produce reasoning steps and answers themselves.
Questions and reasoning steps with the correct an-
swers will be directly added to the dataset for fine-
tuning. Incorrect ones will be fed into the model
again by being tagged on a hint that labels the cor-
rect answer. Compared with Zelikman et al. (2022),
Huang et al. (2022) does not need gold labels dur-
ing self-teaching. Following Wang et al. (2022¢),
it generates multiple reasoning processes and fine-
tunes the most consistent self-generated answers.
Shinn et al. (2023); Madaan et al. (2023); Paul et al.
(2023) uncover the emergent ability of LLMs to
self-reflect, by continuously correcting reasoning
chains through iterative self-reflection.

3.1.3 External Engine

When reasoning with LM prompting, the models
should have the ability of semantic understanding
(e.g., questions) and complex reasoning (e.g., by
generating reasoning processes); however, we can-
not have both fish and bear’s paw (Hendrycks et al.,
2021; Nogueira et al., 2021; Lewkowycz et al.,
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2022). To tear up the obstacle, external reasoning
engines lend a helping hand to LMs (see Figure 5).

Physical Simulator. Given a physical reasoning
question, Liu et al. (2023) utilizes a computational
physics engine (Todorov et al., 2012) to simulate
the physical process. The simulation results are
treated as prompts to help LMs reason, making up
for the lack of physical knowledge in LMs.

Code Interpreter. With the emergence of LMs
of code (Chen et al., 2021; Xu et al., 2022), collabo-
rating LMs and codes to tackle specific tasks has re-
cently sprung up (Wang et al., 2022c; Cheng et al.,
2022; Wu et al., 2022b). Note that programs yield
advantage behaviors in robustness and interpretabil-
ity and can better illustrate complex structures and
deduct complex calculations. Intuitively, Madaan
et al. (2022) reframes structured commonsense rea-
soning tasks as code generation tasks, replacing the
natural language with python class code to repre-
sent structured graph both in few-shot prompts and
LM outputs. Gao et al. (2022) decomposes solu-
tion steps from LMs to a programmatic runtime
and remains the only learning task for the LMs. In
few-shot prompts and LM outputs, the reasoning
processes are replaced by a mixture of natural and
programming language, where natural language
is treated as annotations to aid the generation of
the program. Similar to Gao et al. (2022), Chen
et al. (2022b) proposes program of thoughts (PoT)
prompting which disentangling computation from
reasoning. The main difference is that it also puts
forward a zero-shot format of PoT prompting.

Tool Learning. Despite possessing remark-
able generation and decision-making capabilities,
LLMs struggle with some basic functionalities
where much simpler and smaller tools excel (Qin
et al., 2023). Building on this insight, Schick
et al. (2023) trains models by integrating the us-
age of various tools, including calculators, Q&A
systems, search engines and etc. Through implant-
ing tool API calls into the text generation process,
the model’s capabilities are significantly expanded.
Paranjape et al. (2023) designs the tool-use for
LLMs as an automated schema, which eliminates
the need for hand-crafting task-specific demonstra-
tions and carefully scripted interleaving of model
generations with tool use. Lu et al. (2023a) har-
nesses the powerful decision-making abilities of
LLMs, enabling them to combine various external
tools to tackle compositional reasoning tasks.

L3

e

———>Prompt ____ | &

M Q: Roger has 5 tennis balls. B Rz st?ned W'.th SIES,
He buys 2 more cans of tennis LM — 2 cans o 9 teqnls pas
balls. Each can has 3 tennis ea_ch 5@ iz ball§. o
balls. How many tennis balls &= i, i EBEr B kil

Corpus 'does he have now?

Figure 6: Knowledge Enhanced Reasoning (§3.2).
Prompts are generated by LM (Implicit Knowledge) or
retrieved from external corpus (Explicit Knowledge).

3.2 Knowledge Enhanced Reasoning

As noted in Manning (2022), knowledge plays a
vital role in Al reasoning systems. Knowledge
enhanced methods aim to prompt LMs with implicit
(§3.2.1) or explicit (§3.2.2) knowledge to assist in
reasoning (see Figure 6).

3.2.1 Implicit Knowledge

Researchers have shown that LMs contain consid-
erable implicit knowledge (Davison et al., 2019;
Petroni et al., 2019; Jiang et al., 2020). The fol-
lowing works try to induce such “modeledge” as
knowledge-informed prompts for reasoning.

Liu et al. (2022c) applies GPT-3 (Brown et al.,
2020) with few-shot prompting to generate knowl-
edge and prompts the downstream LM. Liu et al.
(2022b) draws support from reinforcement learn-
ing (Schulman et al., 2017) to further calibrate the
knowledge. Different from the approaches using
few-shot prompting in the knowledge generation
stage, Sun et al. (2022) proposes a two-stage gener-
ative prompting which additionally includes answer
generation prompts. Other works (Li et al., 2022b;
Wang et al., 2023; Shridhar et al., 2022; Magister
et al., 2022; Ho et al., 2022) follow knowledge
distillation that generates reasoning samples by
prompting a larger LM and teaches smaller LMs.

3.2.2 Explicit Knowledge

Although large LMs have shown strong generation
ability (Wiegreffe et al., 2022; Li et al., 2022b;
Wang et al., 2023), they still have the tendency
to hallucinate facts (Rohrbach et al., 2018) and
generate inconsistent knowledge (Liu et al., 2022b).
Recent works show that retrieving prompts for in-
context learning is a nice means to achieve good
performance (Liu et al., 2022a; Rubin et al., 2022).

Due to the instability of common retrieval ap-
proaches to measure the similarity of structured
information, Lu et al. (2023b) proposes a dynamic
prompt retrieval method based on policy gradient
strategy, without brute-force searching. He et al.
(2023) retrieves relevant knowledge based on the
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Category

Representative Method

Comparison Scope

Prompt Acquisition  Prompt Type Language Model Training Scenario
POTTER (Rajagopal et al., 2021) Manual Template BART/T5 full fine-tune
. . CoT (Wei et al., 2022b) Manual CoT UL2/LaMDA/GPT-3 175B/Codex/PaLM few-shot prompt
Prompt Engineering
Auto-CoT (Zhang et al., 2023b) LM Generated CoT GPT-3 175B/Codex few-shot prompt
Least-to-Most (Zhou et al., 2023) Manual CoT GPT-3 175B/Codex few-shot prompt
Calibrator (Ye and Durrett, 2022) Manual Rationales InstructGPT few-shot fine-tune
Process Optimization Self-Consistency (Wang et al., 2022e) Manual CoT UL2/LaMDA/Codex/PaLM few-shot prompt
ss P DIVERSE (Li et al., 2022d) LM Generated CoT GPT-3 175B/Codex few-shot prompt
LMSI (Huang et al., 2022) LM Generated CoT PalLM self-train
PAL (Gao et al., 2022) Manual Code Codex few-shot prompt
External Engine PoT (Chen et al., 2022b) Manual Code Codex few-shot prompt
Toolformer (Schick et al., 2023) Manual CoT with tools GPT-J self-train
RAINIER (Liu et al., 2022b) LM Generated Knowledge UnifiedQA few-shot prompt
Implicit Knowledge PINTO (Wang et al., 2023) LM Generated Rationales ROBERTA/TS full fine-tune
Fine-tune-CoT (Ho et al., 2022) LM Generated Rationales GPT-3 0.3B/1.3B/6.7B full fine-tune
Explicit Knowledge PROMPTPG (Lu et al., 2023b) Retrieval CoT GPT-3 175B few-shot prompt
P g IRCoT (Trivedi et al., 2022) Retrieval CoT with wiki Flan-TS/GPT-3 few-shot prompt

Table 1: Comparison of reasoning with prompting methods from different scopes.
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Figure 7: Performance of different language model
scales on arithmetic reasoning. Representatively, we
show CoT (Wei et al., 2022b) experimental results on
GSMBS8K (Cobbe et al., 2021).

reasoning steps of CoT to provide more faithful ex-
planations. Trivedi et al. (2022) augments CoT
prompting by persistently retrieving wiki docu-
ments for open-domain knowledge-intensive tasks
that require complex multi-step reasoning.

4 Comparison and Discussion

4.1 Comparison of Language Models

Table 1 shows four comparison scopes of differ-
ent methods. We further illustrate the perfor-
mance comparison of LMs with different scales on
GSMBS8K (Cobbe et al., 2021) of arithmetic reason-
ing in Figure 7. Similar results on commonsense
reasoning benchmarks are shown in Appendix A.3.

Wei et al. (2022b) systematically demonstrates
that few-shot prompting performs better in almost
all tasks as model scale increases, which can be
explained by the fact that LMs with larger model
size contain more implicit knowledge for reason-

ing (Liang et al., 2022b). Moreover, CoT prompt-
ing produces much greater increases, with PalLM-
540B showing the greatest improvements, as de-
picted in Figure 7&9. However, when the model
scale declines to less than 100B, CoT prompting
will yield no performance gain and may even be
detrimental. Thus, CoT prompting elicits an emer-
gent ability of model scale (Wei et al., 2022a).
One possibility is that when the stored knowledge
reaches a certain level, the reasoning ability of LMs
undergoes a qualitative change from quantitative
change, leading to the emergence of emergent ca-
pabilities. Additionally, Srivastava et al. (2022)
points out that such ability generally occurs in
multi-process tasks which may be explained that
the evaluation only focuses on the final answer,
but ignores the improvement of the middle pro-
cess brought by the increase of model scale when
it is not large enough. Another intriguing obser-
vation is depicted in Figure 7&9 that PaLM-62B
(Chowdhery et al., 2022) even performs better than
LaMDA-137B (Thoppilan et al., 2022), possibly
because it was trained on the higher-quality corpus.
This phenomenon leads us to speculate that such
emergent ability is not solely determined by model
parameter scale but also related to the quality of
pre-training data.

Notably, Figure 7&9 also illustrate that holding
the same parameter scale, Codex (Chen et al., 2021)
outperforms GPT-3 significantly?, even though
the major difference between them is the train-
ing corpus (Codex is a GPT-3 variant training on
code). This phenomenon can also be inspected in
recent works (Zhou et al., 2023; Li et al., 2022d;

3Note that Codex and GPT-3 in our paper refer to code-
davinci-002 and text-davinci-002 respectively in OpenAl APL.
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Zhang et al., 2023b; Madaan et al., 2022; Liang
et al., 2022b), indicating that pre-training on code
branch not only enables the ability of code gen-
eration/understanding but may also trigger the
reasoning ability with CoT. The exact cause is
still elusive, but one intuition is that code is a form
of text more similar to reasoning, thinking about
procedure-oriented programming is analogous to
solving problems step by step, and object-oriented
programming is analogous to decomposing com-
plex tasks into simpler ones (Yao et al., 2022). In
addition, Prystawski and Goodman (2023) finds
that CoT is beneficial only when the training data
exhibits local structure. Due to its expertise in rea-
soning by navigating through multiple variables,
CoT excels in deducing the relationship between
two variables that have seldom been encountered in
the same context. However, it may not perform bet-
ter than simple statistical estimators when it comes
to reasoning with variables that frequently co-occur
in the training data.

4.2 Comparison of Prompts

Table 1 shows the comparison of different meth-
ods of reasoning with LM prompting. There are
three main sources of prompts for existing methods:
1) Manual construction is suitable for template-
based prompts and few-shot prompting where the
prompt is uncomplicated. 2) LM Generated
prompt makes up for the shortcomings of man-
ual construction prompt. It can customize specific
rationales for each question and provide sufficient
knowledge with the prompt for fine-tuning or self-
training. 3) Retrieval-based prompt often relies on
well-annotated external resources (e.g., Wikipedia)
and consumes expensive information retrieval, but
it can alleviate the unstable issue of the generation.

We observe that no matter how prompt is pro-
duced, CoT prompting only works on large LMs.
Smaller LMs work by fine-tuning with rationales.
Combined with the empirical conclusion in Ye and
Durrett (2022), these phenomena reveal that high-
quality reasoning rationales contained in the
input context are the keys for reasoning with
LM prompting. Although some works have at-
tempted to explore the in-context learning ability
on large LMs (Xie et al., 2022; Min et al., 2022;
Akyiirek et al., 2022), the reason why CoT prompt-
ing can succeed is still intriguing to the community
and not well-understood. One possible hypothesis
is that CoT is a magical side product of training

on code that can be unlocked by prompt. Note
that exemplars containing CoT in few-shot prompts
can be viewed as a kind of instruction that arouses
the reasoning ability hidden in large LMs. Chung
et al. (2022) verifies the similar result using CoT
in instruction fine-tuning to advance model per-
formance further. In fact, in-context learning can
be seen as an intermediate state of evolution from
general prompts to human-readable instructions.
Following this trend, prompts may grow into an
essential interface of human-machine interaction.

5 Benchmarks and Resources

5.1 Taxonomy of Benchmarks and Tasks

In this section, we will give a brief overview of
reasoning benchmarks and tasks. More details of
datasets, as well as reasoning with ChatGPT can
be found in Appendix A.4 and A.S.

Arithmetic Reasoning. Arithmetic reasoning,
also referred to as mathematical reasoning, is the
ability to perform reasoning on math word prob-
lems (MWP). Early works on this task (Hosseini
et al., 2014; Kushman et al., 2014; Roy et al., 2015;
Koncel-Kedziorski et al., 2015; Roy and Roth,
2015) focus on relatively small datasets consist-
ing of grade school single-step or multi-step MWP.
Later works increase in complexity, difficulty, and
scale. Most recently, Mishra et al. (2022a) extends
existing datasets to construct a unified benchmark
concerning mathematical abilities, language diver-
sity, and external knowledge.

Commonsense Reasoning. Commonsense
knowledge and commonsense reasoning are
some of the major issues in machine intelligence
(Storks et al., 2019; Bhargava and Ng, 2022).
When answering a question, people often draw
upon their rich world knowledge. For LMs, the
major challenge of performing commonsense
reasoning lies in how to involve physical and
human interactions under the presumption of
general background knowledge (Bhargava and
Ng, 2022). Many benchmark datasets and tasks
(Clark et al., 2018; Mihaylov et al., 2018; Talmor
et al., 2019; Bisk et al., 2020; Geva et al., 2021)
are designed, and the most widely used benchmark
today is CommonsenseQA (Talmor et al., 2019).

Logical Reasoning. Common forms of logical
reasoning include deductive reasoning and induc-
tive reasoning, deductive reasoning and abductive
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reasoning (Sinha et al., 2019; Bao et al., 2022;
Young et al., 2022; Bao et al., 2023). Deductive
reasoning is performed by going from general in-
formation to specific conclusions. Typical datasets
in this field consist of synthetic rule bases plus de-
rived conclusions (Clark et al., 2020; Tafjord et al.,
2021). Dalvi et al. (2021) creatively proposes a
dataset containing multi-step entailment trees to-
gether with rules and conclusions. As opposed to
deductive reasoning, inductive reasoning aims to
draw conclusions by going from specific observa-
tions to general principles (Yang et al., 2022c).

Symbolic Reasoning. Symbolic reasoning here
only refers to a narrow collection of simple tasks
that test a diverse set of symbolic manipulation
functions, rather than symbolic Al, which is a more
general concept. Typical symbolic reasoning tasks
include last letter concatenation, reverse list and
coin flip (Wei et al., 2022b).

Multimodal Reasoning. Except for textual
modality, humans utilize the information available
across different modalities when performing rea-
soning. To this end, multimodal reasoning bench-
marks (Zellers et al., 2019; Park et al., 2020; Dong
et al., 2022) are presented to narrow this gap. Re-
cently, Lu et al. (2022a) presents ScienceQA, a
large-scale multimodal multiple choice dataset that
consists of diverse questions of science topics with
corresponding answers and explanations. Zhang
et al. (2023a) proposes a new task of multimodal
analogical reasoning over knowledge graphs.

5.2 Resources

Thanks to the open-source spirit of the NLP com-
munity, numerous resources are publicly available
alongside papers for researchers to experiment with.
ThoughtSource is a central, open resource and com-
munity around data and tools related to CoT rea-
soning in large language models*. The LangChain
library is designed to help developers build appli-
cations using LLMs combined with other sources
of computation or knowledge®. Aprompt allows
for building a complete large LM-based prompt
machines, including ones that self-edit to correct
and even self-write their own execution code®. Re-
cently, Ou et al. (2023) develops Easylnstruct, a
Python package for instructing LLMs like GPT-3

4https://github.com/OpenBioLink/ThoughtSource

5https://github.com/hwchase17/1angchain

6https://github.com/approximatelabs/
lambdaprompt

in research experiments. A test case for reasoning
using Easylnstruct can be found in Appendix A.6.

6 Future Directions

Theoretical Principle of Reasoning. [Ms have
been demonstrated to have emergent zero-shot
learning and reasoning abilities (Wei et al., 2022b;
Wang et al., 2022e; Wei et al., 2022a). To uncover
the mystery of such a success, many researchers
have empirically explored the role of in-context
learning (Ye and Durrett, 2022; Liu et al., 2022a)
and rationales (Min et al., 2022; Lampinen et al.,
2022). Another line of works tries to investigate
the architecture of Transformers via knowledge
neurons (Dai et al., 2022) or skill neurons (Wang
et al., 2022b). More recent works (Wang et al.,
2022c; Madaan et al., 2022) demonstrate that pre-
trained LMs of code are better handling structured
commonsense reasoning and prediction than LMs
of natural language, even when the downstream
task does not involve source code at all. However,
the code-based pre-training (or re-structured pre-
training (Yuan and Liu, 2022)) still has limitations
since it has to utilize off-the-shelf structure (e.g.,
existing aligned corpus or build from scratch via
syntax tree or AMR (Banarescu et al., 2013)) to
reformulate plain texts. Thus, the truth may be
close, and we argue that it is beneficial to study
the theoretical principle to advocate for a trans-
parent view of reasoning with LM prompting and
further decipher the dark matter of intelligence by
highlighting the counterintuitive continuum across
language, knowledge, and reasoning’. Note that
reasoning in NLP has the potential advantages of
complex problem-solving and should better utilize
dark matters in cross-disciplines (e.g., Theory of
Mind (Sap et al., 2022; Moghaddam and Honey,
2023; Zhou et al., 2022b; Shapira et al., 2023)).

Efficient Reasoning. To be noted, existing meth-
ods mainly depend on large LMs, which may con-
sume high computing resources. Regarding practi-
cality, it is necessary to study reasoning with small
LMs or develop efficient reasoning methodologies
which pay attention to carbon emission and en-
ergy usage during model training and inference
(Xu et al., 2021). One feasible way may be devel-
oping models that can enable generalization across
a range of evaluation scenarios such as Flan-T5
(Chung et al., 2022), which finetune both with and

"Keynote talk on ACL 2022 entitled “2082: An ACL
Odyssey: The Dark Matter of Intelligence and Language”.
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without exemplars (i.e., zero-shot and few-shot)
and with and without CoT. Recently, an intuitive
approach has been proposed to transfer the reason-
ing capabilities of large LMs to smaller LMs via
knowledge distillation (Shridhar et al., 2022; Mag-
ister et al., 2022; Ho et al., 2022). Other promising
directions include retrieval augmentation (Li et al.,
2022a), model editing (Cao et al., 2021; Mitchell
et al., 2022a,b; Cheng et al., 2023), delta-tuning
(He et al., 2022; Mao et al., 2022; Pal et al., 2022;
Ding et al., 2022), etc.

Robust, Faithful and Interpretable Reasoning.
Robustness, faithfulness and interpretability have
long been pursued by the field of deep learning, es-
pecially in tasks that require strong logic, like rea-
soning. Shaikh et al. (2022) demonstrates that zero-
shot CoT will produce undesirable toxicity and bi-
ases, indicating the necessity of robust, faithful and
interpretable reasoning. Creswell and Shanahan
(2022) leverages a selection-inference (Creswell
et al., 2022) multi-stage architecture for faithful
reasoning, but there is still a lack of interpretabil-
ity within each stage. Code-based works (Madaan
et al., 2022; Gao et al., 2022; Chen et al., 2022b)
reach robustness and interpretability to some ex-
tent, but they have the aid of an external engine.
There is still a long way to achieve true robust-
ness, faithfulness and interpretability with LMs.
Fortunately, Dohan et al. (2022) provides a new
idea for utilizing a probabilistic program to tackle
various reasoning problems. Other solutions may
be neural-symbolic approaches (Du et al., 2021;
Li et al., 2022c; Ouyang et al., 2021; Feng et al.,
2022) or human feedback (Ouyang et al., 2022).

Multimodal (Interactive) Reasoning. Textual
reasoning is restricted to what can be expressed
through natural language. A more promising direc-
tion is multimodal reasoning regarding the infor-
mation diversity of the real world of human reason-
ing. Lu et al. (2022a) generates CoT when dealing
with a multimodal dataset; however, it simply ex-
tracts textual descriptions from images, and it is
still a textual reasoning task indeed. Intuitively, it
is beneficial to integrate multimodal information
into reasoning processes such as images, audio,
videos, etc., and design a unified multimodal CoT.
Apart from unified multimodal models, it is also
promising to model chains (Wu et al., 2022a) to
conduct interactive reasoning among models of dif-
ferent modalities. Besides, Sap et al. (2022) shows

that one of today’s largest language models (GPT-3
(Brown et al., 2020)) lacks the skill to reason about
the mental states, and reactions of all people in-
volved. Thus, interactive reasoning methodologies
should be noted by inspiring from other domains
(e.g., Cognitive Science (Hollenstein et al., 2019),
Social Intelligence (Krishna et al., 2022)), which
may have potential guidance for reasoning in NLP
since only increasing the scale of LMs is likely not
the most effective way to create Al systems.

Generalizable (True) Reasoning. Generaliza-
tion is one of the most significant symbols of mod-
els to attain true reasoning abilities. Given a rea-
soning task, we hope LMs can handle not only
the problem itself but solve a group of similar
reasoning tasks (not seen during training). Zhou
et al. (2022a); Anil et al. (2022) explore the OOD
problem on the length of reasoning questions, but
the true generalization is still far from satisfactory.
Meanwhile, Kejriwal et al. (2022) highlights that
more comprehensive evaluation methods grounded
in theory (e.g., naive physics (Gardin and Meltzer,
1989) and commonsense psychology (Gordon and
Hobbs, 2004)) should be proposed. We argue that
the generalizable reasoning may be closely related
to analogy reasoning (Chen et al., 2022a; Webb
et al., 2022), causal reasoning (Feder et al., 2022),
compositional reasoning (Yang et al., 2022a), etc.

7 Conclusion and Vision

In this paper, we provide a review of reasoning with
language model prompting, including comprehen-
sive comparisons, and several research directions.
In the future, we envision a more potent synergy be-
tween the methodologies from the NLP and other
domains and hope sophisticated and efficient LM
prompting models will increasingly contribute to
improving reasoning performance.
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Limitations

In this study, we provide a survey of reasoning
with language model prompting. We discuss the
related surveys in Appendix A.1 and will continue
adding more related approaches with more detailed
analysis. Despite our best efforts, there may be still
some limitations that remain in this paper.

References & Methods. Due to the page limit,
we may miss some important references and cannot
afford all the technical details. We mainly review
the cutting-edge methods within two years (mostly
in 2022) in §3, mainly from the ACL, EMNLP,
NAACL, NeurIPS, ICLR, arXiv, etc., and we will
continue to pay attention to and supplement the
latest works.

Benchmarks. Most of the reasoning benchmarks
mentioned in §5 are gathered and categorized from
the experimental part of mainstream works. The
definition and boundary of each task may not be
accurate enough. Besides, our work may miss
some kind of reasoning tasks such as reasoning
with generics (Allaway et al., 2022), default inher-
itance reasoning (Brewka, 1987), non-monotonic
reasoning (Ginsberg, 1987) in NLP, and will try
our best to fulfill this gap.

Empirical Conclusions. We give detailed com-
parisons and discussions of language models and
prompts in §4, and list some promising future direc-
tions in §6. All the conclusions are proposed and
further speculated upon empirical analysis of exist-
ing works which may not be macroscopic enough.
As the field evolves faster, we will update the latest
opinions timely.
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[Reasoning with Language Model Prompting]
I

Taxonomy
of Methods

(§3)

Taxonomy
of Tasks
§5)

Contrastive (Paranjape et al., 2021), POTTER (Rajagopal et al., 2021), CoT (Wei et al., 2022b),
ZeroCoT (Kojima et al., 2022), Complexity (Fu et al., 2023b), Multilingual (Shi et al., 2022),
Auto-CoT (Zhang et al., 2023b), Table (Chen, 2022), AlgoPrompt (Zhou et al., 2022a),
Active-Prompt (Diao et al., 2023), Automate-CoT (Shum et al., 2023)

Single-Stage

iCAP (Wang et al., 2022a), SI (Creswell et al., 2022), Least-to-Most (Zhou et al., 2023),
MAIEUTIC (Jung et al., 2022), Faithful (Creswell and Shanahan, 2022), Decomposed
(Khot et al., 2023), Self-Ask (Press et al., 2022), Successive (Dua et al., 2022), LMLP
(Zhang et al., 2022), LAMBADA (Kazemi et al., 2022), Iter-Decomp (Reppert et al., 2023)

Multi-Stage

Self-Optimization Calibrator (Ye and Durrett, 2022), Human-AI (Wiegreffe et al., 2022)

Strategy Enhanced
Reasoning (§3.1)
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Self-Refine (Madaan et al., 2023)

Contrastive (Paranjape et al., 2021), POTTER (Rajagopal et al., 2021), CoT (Wei et al., 2022b), GenKnow (Liu et al., 2022c), Self-C

(Wang et al., 2022¢), STaR (Zelikman et al., 2022), Calibrator (Ye and Durrett, 2022), MAIEUTIC (Jung et al., 2022), ZeroCoT (Kojima et al., 2022),
DIVERSE (Li et al., 2022d), Vote-k (SU et al., 2023), RAINIER (Liu et al., 2022b), Self-Ask (Press et al., 2022), Auto-CoT (Zhang et al., 2023b),
Human-AI (Wiegreffe et al., 2022), MT-CoT (Li et al., 2022b), COCOGEN (Madaan et al., 2022), LMSI (Huang et al., 2022), PINTO

(Wang et al., 2023), TSGP (Sun et al., 2022), Teaching (Magister et al., 2022), Fine-tune-CoT (Ho et al., 2022), IRCoT (Trivedi et al., 2022),

RR (He et al., 2023), Faithful-CoT (Lyu et al., 2023), Active-Prompt (Diao et al., 2023), Automate-CoT (Shum et al., 2023),

Reflexion (Shinn et al., 2023), MCR (Yoran et al., 2023)

SI (Creswell et al., 2022), Faithful (Creswell and Shanahan, 2022), LMLP (Zhang et al., 2022),
Self-V (Weng et al., 2022), LAMBADA (Kazemi et al., 2022), Faithful-CoT (Lyu et al., 2023),

CoT (Wei et al., 2022b), Self-C (Wang et al., 2022¢), STaR (Zelikman et al., 2022), Least-to-Most (Zhang et al., 2022),

ZeroCoT (Kojima et al., 2022), Decomposed (Khot et al., 2023), Auto-CoT (Zhang et al., 2023b), PAL (Gao et al., 2022),

Teaching (Magister et al., 2022), Fine-tune-CoT (Ho et al., 2022), SynPrompt (Shao et al., 2023), Active-Prompt (Diao et al., 2023),
Automate-CoT (Shum et al., 2023), ART (Paranjape et al., 2023)

ScienceQA (Lu et al., 2022a), MarT (Zhang et al., 2023a), IPVR (Chen et al., 2023), Multimodal-CoT (Zhang et al., 2023c),
KOSMOS-1 (Huang et al., 2023), Visual-ChatGPT (Wu et al., 2023), ViperGPT (Suris et al., 2023), MM-REACT (Yang et al., 2023),

Ct (Lu et al., 2023a)

Figure 8: Taxonomy of Reasoning with Language Model Prompting.
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and delves into the unresolved challenges that will
shape future developments. Bhargava and Ng
(2022) covers methods for commonsense knowl-
edge reasoning and generation with pre-trained
LMs. Lu et al. (2022b) reviews the key tasks,
datasets, and methods at the intersection of mathe-
matical reasoning and deep learning over the past
decade. Liang et al. (2022a) surveys knowledge
graph reasoning tracing from static to temporal
and then to multi-modal knowledge graphs. Mi-
alon et al. (2023) reviews works in which language
models (LMs) are augmented with reasoning skills
and the ability to use tools. Hamilton et al. (2022)
conducts a survey of studies implementing neural-
symbolic (NeSy) NLP approaches for reasoning
and so on. Guo et al. (2022) provides a survey
of several popular works dealing with uncertainty
reasoning. Qin et al. (2023) concentrates on the
leverage of external tools by LLMs which is also
called Tool Learning. Other surveys focusing on
prompt learning (Liu et al., 2022d) or pre-trained
models (Qiu et al., 2020; Du et al., 2022) are also
related to our work.

Unlike those surveys, in this paper, we conduct
a review of reasoning with LM prompting, hoping
to systematically understand the methodologies,
compare different methods and inspire new ideas.

A.2 Taxonomy of Methods and Tasks

We list the complete taxonomy of reasoning with
language model prompting from methods and tasks
in Figure 8.

A.3 Performance Comparison of LMs with
Different Scales

To show the generalization of discussions in §4.1
on different reasoning tasks, we additionally show
the performance comparison of LMs with different
scales on CommonsenseQA (Talmor et al., 2019)
of commonsense reasoning in Figure 9.

A4 Detailed Information of Reasoning
Benchmarks

In § 5, we give a brief overview on benchmarks
and tasks requiring various reasoning skills. We list
more benchmarks and show their key statistics in
Table 2. Apart from the above-mentioned specific
reasoning tasks in § 5, there are some benchmarks
(Lake and Baroni, 2017; Srivastava et al., 2022; Yu
et al., 2022) that can evaluate the model’s more di-
verse and generalized reasoning capabilities, which
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Figure 9: Performance of different language model
scales on commonsense reasoning. Representatively,
We show CoT (Wei et al., 2022b) experimental results
on CommonsenseQA (Talmor et al., 2019).

can also be included in the category of reasoning
tasks.

A.5 Reasoning with ChatGPT

Natalia sold clips to 48 of her friends in April, and then she sold half as many clips in May.
How many clips did Natalia sell altogether in April and May?

Natalia sold 48/2 = <<48/2=24>>24 clips in May.
Altogether, Natalia sold 48 + 24 = <<48+24=72>>72 clips in April and May. Answer:
\boxed{72}.

Figure 10: A test case from GSMS8K (Cobbe et al., 2021)
on ChatGPT (OpenAl, 2022).

To locate a choker not located in a jewelry box or boutique where would you go? A.
jewelry store. B. neck. C. jewelry box. D. boutique.

The correct answer is A. jewelry store. A jewelry store is a place where you can find a wide
variety of jewelry, including chokers. You might also be able to find chokers at department
stores or online retailers that sell jewelry. Option B, neck, is not a place where you would
go to find a choker. Option C, jewelry box, is a place where you might store a choker, but it
is not a place where you would go to find one. Option D, boutique, is a type of store that
sells clothing, accessories, and other items, but it may not necessarily be a place where

you can find a choker.

Figure 11: A test case from CommonsenseQA (Talmor
et al., 2019) on ChatGPT (OpenAl, 2022).

Recently, OpenAl (2022) develops ChatGPT, an
Al chatbot system that has attracted tremendous
users. ChatGPT is trained on a massive dataset of
text and is able to generate human-like responses to
a wide variety of prompts, the promising approach
for which is called Reinforcement Learning from
Human Feedback (Ouyang et al., 2022). The back-
bone of ChatGPT is from a model in the GPT-3.5
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Task Dataset
Train Valid Test All
AddSub (Hosseini et al., 2014) 395 - - 395
SingleOp (Roy et al., 2015) 562 - - 562
SingleEq (Koncel-Kedziorski et al., 2015) 508 - - 508
MultiArith (Roy and Roth, 2015) 600 - - 600
Dophin18k (Huang et al., 2016) 18,460 - - 18,460
MAWPS (Koncel-Kedziorski et al., 2016) 1,921 - - 1,921
Math23k (Wang et al., 2017) 23,161 - - 23,161
AQUA-RAT (Ling et al., 2017b) 97,467 - 254 97,721
Arithmetic Reasoning MathQA (Amini et al., 2019) 29,807 4,471 2,981 37,259
DROP (Dua et al., 2019) 5,850 - - 5,850
ASDiv (Miao et al., 2020) 1,217 - - 1,217
GSMS8K (Cobbe et al., 2021) 7,473 - 1,319 8,792
SVAMP (Patel et al., 2021) 1,000 - - 1,000
MATH (Hendrycks et al., 2021) 7,500 - 5,000 12,500
NumGLUE (Mishra et al., 2022b) 101,835 - - 101,835
Lila (Mishra et al., 2022a) 133,815 - - 133,815
Last Letter Concatenation (Wei et al., 2022b) - - - -
Symbolic Reasoning Coin Flip (Wei et al., 2022b) - - - -
Reverse List (Wei et al., 2022b) - - - -
ARC (Clark et al., 2018) 3,370 869 3,548 7,787
OpenBookQA (Mihaylov et al., 2018) 4,957 500 500 5,957
Commonsense Reasoning  CommonsenseQA (Talmor et al., 2019) 9,741 1,221 1,140 12,102
PIQA (Bisk et al., 2020) 16,000 2,000 3,000 21,000
StrategyQA (Geva et al., 2021) 2,290 - 490 2,780
RuleTaker (Clark et al., 2020) 14,135 2,019 3,038 20,192
ProofWriter (Tafjord et al., 2021) - - - -
Logical Reasoning EntailmentBank (Dalvi et al., 2021) 1,313 187 340 1,840
CLUTRR (Sinha et al., 2019) 6,016 - - 6,016
DEER (Yang et al., 2022c¢) 1,200 - - 1,200
VCR (Zellers et al., 2019) 212,923 26,534 25,263 264,720
Visual COMET (Park et al., 2020) 1,174,063 146,332 145,309 1,465,704
Multimodal Reasoning VLEP (Lei et al., 2020) 20,142 4,392 4,192 28,726
PMR (Dong et al., 2022) 12,080 1,538 1,742 15,360
ScienseQA (Lu et al., 2022a) 12,726 4,241 4,241 21,208

Table 2: An overview of benchmarks and tasks on reasoning.

last-letter concatenation: learning, reasoning, generalization

E

The process of last-letter concatenation involves taking the last letter of each word in a
list and combining them to form a new word. For example, the last-letter concatenation of
the words "learning," "reasoning," and "generalization" would be "ngn." This process can
be useful for creating unique identifiers or for creating abbreviations for long lists of
words. It can also be used as a word game or for solving word puzzles.

Figure 12: A test case from Last Letter Concatenation
(Wei et al., 2022b) on ChatGPT (OpenAl, 2022).

large LM series®. In order to savor the reasoning
ability of large LMs more realistically, we conduct
some case tests on ChatGPT. Concretely, we pick
out a piece of data from GSM8K (Cobbe et al.,
2021), CommonsenseQA (Talmor et al., 2019)
and Last Letter Concatenation (Wei et al., 2022b)
which respectively represent arithmetic reasoning,
commonsense reasoning, and symbolic reasoning.

8https://beta.openai.com/docs/
model-index-for-researchers

Then we test each of the selected data on ChatGPT
directly. Results can be seen in Figure 10-12.

Figure 10 shows that given a math problem in
GSMSK (Cobbe et al., 2021), ChatGPT outputs
a reasoning process and a correct answer with-
out in-context exemplars. This blazes its powerful
arithmetic reasoning ability. The reasoning process
has the same format as the gold label in GSM8K,
indicating that GSM8K may be contained in the
training corpus of ChatGPT.

In Figure 11, we test ChatGPT on a piece of
data in CommsonsenseQA (Talmor et al., 2019). It
not only gives the correct answer but additionally
details why each option is right or wrong, which
does not appear in the gold label of the dataset. This
demonstrates the strong commonsense reasoning
ability of ChatGPT.

Figure 12 is a case in Last Letter Concatenation
(Wei et al., 2022b). We observe that although Chat-

5390


https://beta.openai.com/docs/model-index-for-researchers
https://beta.openai.com/docs/model-index-for-researchers

GPT gives a detailed and accurate description of
last letter concatenation, it fails to answer the given
question, showing that its symbolic reasoning ca-
pability is not as excellent as the above two.

A.6 Reasoning using EasyInstruct

tCoTPrompt
t_openai_key

Figure 13: A test case from GSM8K (Cobbe et al., 2021)
using EasyInstruct (Ou et al., 2023).
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