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Abstract

Existing bias mitigation methods require social-
group-specific word pairs (e.g., “man” -
“woman”) for each social attribute (e.g., gen-
der), restricting the bias mitigation to only
one specified social attribute. Further, this
constraint renders such methods impractical
and costly for mitigating bias in understud-
ied and/or unmarked social groups. We pro-
pose that the Stereotype Content Model (SCM)
— a theoretical framework developed in so-
cial psychology for understanding the content
of stereotyping — can help debiasing efforts
to become social-group-agnostic by capturing
the underlying connection between bias and
stereotypes. SCM proposes that the content
of stereotypes map to two psychological di-
mensions of warmth and competence. Using
only pairs of terms for these two dimensions
(e.g., warmth: “genuine” — “fake”; compe-
tence: “smart” — “stupid”), we perform debi-
asing with established methods on both pre-
trained word embeddings and large language
models. We demonstrate that our social-group-
agnostic, SCM-based debiasing technique per-
forms comparably to group-specific debiasing
on multiple bias benchmarks, but has theoret-
ical and practical advantages over existing ap-
proaches.

1 Introduction

The societal impacts of Natural Language Process-
ing (NLP) have stimulated research on measuring
and mitigating the unintended social-group biases
encoded in language models (Hovy and Spruit,
2016). However, the majority of this important
line of work is atheoretical in nature and “fails to
engage critically with what constitutes ‘bias’ in
the first place” (Blodgett et al., 2020). The bias
found in language models is rooted in human bi-
ases (Caliskan and Lewis, 2022); thus, to alleviate
such biases, we should ground our debiasing ap-
proaches in social psychological theories of stereo-
typing. These theories can help us shed light on the
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Figure 1: Group-specific debiasing vs. our proposed
group-agnostic approach. Rather than iteratively debias-
ing with respect to each social attribute (e.g., gender or
race), embeddings or language models are debiased with
respect to warmth and competence, the two dimensions
of the Stereotype Content Model (SCM).

underlying structure of language-embedded biases
rather than attending to ad hoc superficial patterns
(Osborne et al., 2022).

Although there is a multitude of approaches to
bias mitigation (Bolukbasi et al., 2016; Zhao et al.,
2018; Dev and Phillips, 2019; Kaneko and Bolle-
gala, 2021; Solaiman and Dennison, 2021), most of
these approaches are group-specific. Such methods,
which debias along subspaces defined by social
groups or attributes (e.g., gender or race), are not
only atheoretical but also unscalable. Resources de-
veloped for bias mitigation on one social group or
attribute (e.g., gender) do not axiomatically trans-
late easily into other groups or attributes (e.g., age).
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For example, previous works’ focus on gender bias
has driven the development of resources that are
only applicable to gender debiasing (e.g., equality
word sets for gender), but biases associated with
other social groups and/or attributes remain under-
studied. Beyond the challenge of creating such
resources for a given attribute, to achieve an “un-
biased” model with group-specific debiasing, one
would have to iterate over all social groups. This
approach is practically impossible and arguably
would result in significant degrading in the ex-
pressiveness of the model. Furthermore, group-
specific debiasing is limited in terms of effective-
ness: stereotypic relations in distributed represen-
tations are deep-rooted, and thus may not be eas-
ily removed using explicit sets of group-specific
words (Agarwal et al., 2019; Gonen and Gold-
berg, 2019). In contrast, a social-group-agnostic
approach would not have such restrictions.

The Stereotype Content Model (SCM; Fiske
et al., 2002) is a theoretical framework developed
in social psychology to understand the content and
function of stereotypes in interpersonal and inter-
group interactions. The SCM proposes that human
stereotypes are captured by two primary dimen-
sions of social perception: warmth (e.g., trustwor-
thiness, friendliness) and competence (e.g., capa-
bility, assertiveness). From a socio-functional,
pragmatic perspective, people’s perception of oth-
ers’ intent (i.e., warmth) and capability to act upon
their intentions (i.e., competence) affect their sub-
sequent emotion and behavior (Cuddy et al., 2009).
Warmth divides people (or groups of people under
a social identity) into “friends” or “foes,” while
competence contains perceptions of social groups’
status. Depending on historical processes, various
social groups may be located in different stereo-
typic quadrants (high vs. low on warmth and
competence) based on this two-dimensional model
(Charlesworth et al., 2022). While there are alterna-
tive theories related to social evaluation and stereo-
typing (e.g., Abele and Wojciszke, 2007; Ellemers
et al., 2013; Koch et al., 2016; Yzerbyt, 2018) Elle-
mers et al. (2020) demonstrate the possibility of
establishing a theoretical alignment between them.

In this work, we propose SCM-based bias miti-
gation and demonstrate that by relying on a theoret-
ical understanding of social stereotypes to define
the bias subspace (rather than group-specific sub-
spaces), bias in pre-trained word embeddings and
large language models can be adequately mitigated

across multiple social attributes (Figure 1). We
chose to focus on SCM not only because of the
availability of validated linguistic resources (Nico-
las et al., 2021), but also due to SCM’s prominence,
parsimony, and robustness across languages and
cultures (e.g., Bye and Herrebrgden, 2018; Grig-
oryev et al., 2019; Sharifian et al., 2022; Liang
et al., 2022). Specifically, we confirm that by de-
biasing with respect to the subspace defined by
warmth and competence, our SCM-based approach
performs comparably with group-specific debias-
ing for a given group (e.g., SCM-based debias-
ing is comparable to race-debiasing on race, see
§3.5). We also show that SCM-based debiasing
simultaneously reduces bias for understudied at-
tributes such as religion and age (§3.5 and §4.4).
Finally, we show that for both word embeddings
and large language models SCM-based debiasing
retains original model’s expressiveness (§3.6 and
§4.4). Overall, our results confirm the viability of
a theory-based, social-group-agnostic approach to
bias mitigation'.

2 Background
2.1 Bias Mitigation in Word Embedding

Part of our work builds on post hoc bias mitiga-
tion which aims to remove biases by modifying
pre-trained word embeddings and language mod-
els. Most efforts we review are restricted to gender-
related debiasing (e.g., Bolukbasi et al., 2016; Zhao
et al., 2018; Dev and Phillips, 2019; Ravfogel et al.,
2020); importantly, we focus our work on other so-
cial categories as well, bringing attention to these
understudied groups and attributes.  Originally,
Bolukbasi et al. (2016) proposed Hard Debiasing
(HD) for gender bias. HD removes the gender com-
ponent from inherently non-gendered words and
enforces an equidistance property for inherently
gendered word pairs (equality sets). Two follow-
ups to this work include: Manzini et al. (2019),
which formulated a multiclass version of HD for
attributes such as race; and Dev and Phillips (2019),
which introduced Partial Projection (PP), a method
that does not require equality sets and is more ef-
fective than HD in reducing bias. Extending these
approaches to other social attributes is not trivial
because a set of definitional word pairs has to be cu-
rated for each social group/attribute; this curation
is a non-trivial task as the list of words required is

"https://github.com/Ali-Omrani/Social-Group-Agnostic-
Bias-Mitigation
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dynamic and context-dependent.

Gonen and Goldberg (2019) demonstrated that
gender bias in word embeddings is deeper than pre-
viously thought, and methods based on projecting
words onto a “gender dimension” only hide bias
superficially. They showed that after debiasing,
most words maintain their relative position in the
debiased subspace. Our work is motivated by this
important criticism. Specifically, we argue that our
theory-driven approach removes the actual psycho-
logical ‘bias’ subspace, rather than subspaces, often
superficially, containing bias for specific groups.

2.2 Bias Mitigation in Language Models

Fine-tuning and prompt-tuning are two major
paradigms for using pre-trained language models in
NLP, and bias mitigation approaches have been pro-
posed based on both. Kaneko and Bollegala (2021)
introduced Debiasing Pre-trained Contextualized
Embeddings (DPCE), a finetuning method for bias
mitigation in language models with a loss term that
aims to find a balance between bias mitigation and
language modeling ability. Other fine-tuning meth-
ods include AutoDebias (Guo et al., 2022), which
samples the language model to find examples for
finetuning-based debiasing. Promp-tuning (Li and
Liang, 2021; Liu et al., 2021; Lester et al., 2021)
is mainly done through either discrete prompts,
which consist of text (i.e., tokens), or continuous
prompts, which consist of a continuous array of
numbers prefixed to a language model and trained.
It has been shown that bias in language models can
be mitigated by providing descriptions of desired
and undesired behavior as discrete prompts (Schiitz
et al., 2021; Askell et al., 2021; Solaiman and Den-
nison, 2021). More recently Yang et al. (2023)
proposed “A DEbiasing PrompT” (ADEPT) that
outperforms DPCE by using continuous prompt
tuning to mitigate biases in a language model. Yu
et al. (2023) proposed partitioned contrastive gra-
dient unlearning (PCGU), a gray-box method for
debiasing pretrained masked language models by
optimizing only the weights that contribute most to
a specific domain of bias.

2.3 The SCM and Language

SCM is a well-established theoretical framework of
stereotyping, and has begun to be applied in NLP.
Recently, Nicolas et al. (2021) developed dictionar-
ies to measure warmth and competence in textual
data. Each dictionary was initialized with a set of
seed words from the literature which was further

expanded using WordNet (Miller, 1995) to increase
the coverage of stereotypes collected from a sample
of Americans. Cao et al. (2022) employ Agency-
Belief-Communion (ABC; Koch et al., 2016), an al-
ternative theory from social psychology for stereo-
type content, to discover stereotyping in language
models. Fraser et al. (2021) demonstrated that, in
word embeddings, SCM dictionaries capture the
group stereotypes documented in social psychologi-
cal research. Recently, Davani et al. (2023) applied
SCM dictionaries to quantify social group stereo-
types embedded in language, demonstrating that
patterns of prediction biases can be explained using
social groups’ warmth and competence embedded
in language. Contemporary to our work, Ungless
et al. (2022) explore the idea of using SCM for bias
mitigation but fall short of evaluating their models
on the necessary benchmarks.

3 SCM-Based Bias Mitigation for Static
Word Embeddings

Before we discuss our proposed method, we briefly
review the algorithms and benchmarks on bias mit-
igation in word embeddings. There are two com-
ponents to each post hoc bias mitigation approach
for static word embeddings: the Bias Subspace,
which determines the subspace over which the algo-
rithms operate, and the Algorithm, which is how
the word embeddings are modified with respect
to the bias subspace. In this section, we review
the concept of bias subspaces, established algo-
rithms for debiasing, and how bias is quantified in
word embeddings. Finally, we introduce our social-
group-agnostic framework; SCM-based debiasing.

3.1 Identifying a Bias Subspace

Post hoc word embedding debiasing algorithms
operate over a subspace of bias in the embedding
space. Given a set D = {(d{,d;), ..., (d},d;)}
of word pairs that define the bias concept (e.g.
“father”—“mother” for binary gender) the bias sub-
space vp is the first k principal components of
matrix C, constructed from stacking the difference

in embeddings of d; and d; .

3.2 Debiasing Algorithms

Method definitions below use the following nota-
tion: W denotes vocabulary, w and w’ denote the
embedding of word w before and after debiasing.

Hard Debiasing (HD) An established approach
for mitigating bias in word embeddings is Hard
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Debiasing (HD; Bolukbasi et al., 2016). For gen-
der, HD removes the gender subspace from words
that are not inherently gendered by projecting them
orthogonal to gender subspace. For word pairs that
are inherently gendered, HD equalizes them, modi-
fying the embeddings such that they are equidistant
from the inherently non-gendered words.

Subtraction (Sub) Sub was introduced as a base-
line by Dev and Phillips (2019) wherein the bias
subpspace vp is subtracted from all word vectors.
Formally, for all w € W,w' :=w — vp.

Linear Projection (LP) To mitigate the bias with
respect to bias dimension vp, Linear Projection
(LP) projects every word w € W to be orthogonal
to vg. Formally, w' := w—mpg(w) where mp(w) =
(w,vp)vp is the projection of w onto vp.

Partial Projection (PP) To improve on LP, Partial
Projection (PP) was developed to allow the extent
of projection to vary based on the component of
the given word vector which is orthogonal to the
bias subspace. Intuitively, only words with unin-
tended bias (e.g., “nurse” or “doctor”), and not
words which are definitional to the bias concept
(e.g., “man” or “woman”) will have a large orthog-
onal component to the bias subspace vp. For all
words w € W,

w'=p+r(w)+ 8- f(lrw)) -ve
B = <W’VB> - <M’VB>

where p is the mean embedding of words used
to define vp, r(w) = w — (w,vp)vp is the bias-
orthogonal component, and f(.) is a smoothing
function which helps to remove unintended bias
and keep definitional bias. We use f(n) = @ jl)Q
(see Dev and Phillips, 2019).

3.3 Static Word Embedding Benchmarks

Embedding Coherence Test Given a set of tu-
ples A = {(af,a7,...), (a3, 03, ...)} where a’ de-
notes the j® word for i™ subgroup of an attribute
(e.g., {(“father”, “mother”), ...} for binary gender),
and a set of professions P = {p1, ..., pmm }, the Em-
bedding Coherence Test (ECT; Dev and Phillips,
2019) is the Spearman rank correlation between
the rank order of cosine similarities of professions
with each subgroup’s average embedding. Bias is
completely removed when subgroups have identi-
cal ordering of associations with professions (ECT
=1).

Embedding Quality Test Word analogies are one
of the main methods for evaluating word embed-
dings (Mikolov et al., 2013). The EQT (Dev and
Phillips, 2019) quantifies the improvement in un-
biased analogy generation after debiasing. Similar
to ECT, EQT requires a set of word pairs A and a
set of professions P. For each word pair (a;, a; )
the analogy a; : a; :: p; is completed, if the an-
swer is p; or plurals or synonyms of p; (via NLTK;
Bird et al. 2009), it is counted as unbiased. EQT
is the ratio of unbiased analogies to all analogies.
An ideal unbiased model would achieve EQT= 1
while lower values indicate a more biased model.

3.4 Proposed Method

To identify a group-agnostic bias subspace, we
use the warmth and competence dictionaries from
(Nicolas et al., 2021). To construct the poles of
the dimensions, “high” and “low” word pairs (e.g.,
“able”—"“unable” for competence and “sociable”—
“unsociable” for warmth) were selected by down-
sampling to 15 word pairs, per dimension. We use
word pairs for each SCM dimension to identify an
SCM subspace (see Section 3.1), and subsequently
apply the methods from Sec. 3.2.

We test whether SCM-based debiasing can sub-
stitute group-specific debiasing simultaneously for
gender, race, and age. This is broken down into two
related research questions. First, does SCM-based
debiasing remove a comparable amount of bias
relative to group-specific debiasing? And second,
does SCM-based debiasing have more or less of
a negative effect on embedding utility (Bolukbasi
et al., 2016)? We compare SCM-based debiasing
to group-specific debiasing using previous debi-
asing methods, specifically HD, Sub, LP, and PP
(Section 3.2), and evaluate bias as measured by
ECT and EQT following Dev and Phillips (2019).
In addition, we evaluate the performance of each
set of debiased embeddings on established word
embedding benchmarks (Jastrzebski et al., 2017).

3.5 Results - Bias Reduction

We investigate whether SCM-based debiasing can
simultaneously debias word embeddings with re-
spect to gender, race, and age. For a given bias
dimension, we established baselines by applying
HD, Sub, LP, and PP using the respective word
pair list (e.g., for gender bias we used gender word
pairs), denoted with the subscript “same.” To place
an upper bound on removed bias, we perform PP
using gender, race, and age word lists (PPgir+4)-
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Vanilla HDgme | Subgame  Subscm | LPsame  LPscm | PPaame  PPscm | PPgir+a
ECTgender 0.83 0.92 0.83 0.83 0.82 0.83 0.99 0.97 0.99
ECT ace 0.69 - 0.51 0.52 0.70 0.74 0.99 0.96 0.99
ECTge 0.30 - 0.23 0.34 0.60 0.34 0.96 0.95 0.99
EQTgender | 0.075 0.056 0.071 0.072 0.081 0.073 0.063 0.049 0.059
EQT ace 0.042 - 0.032 0.036 0.051 0.044 | 0.061 0.056 0.073
EQTage 0.052 - 0.043 0.041 0.062 0.051 0.063 0.047 0.057

Table 1: ECT and EQT for gender, race, and age. Subscript “same” denotes the debiasing was performed with
respect to the corresponding dimension (e.g. PPy, denotes PP was applied to gender for ECTgepger.) and subscript
“SCM” refers to debiasing with respect to the SCM subspace. Debiasing was repeated 30 times for each method, and
bold values indicate higher scores (per method) with non-overlapping 95% confidence intervals. HD was limited to
gender because of other dimensions’ lack of equality sets. For experiment with other social groups see §A.6.

Analogy 1 Similarity 1
Google MSR WS353 RG-65
Vanilla 0.39 0.45 0.50 0.50
PPGender 0.31 0.36 0.49 0.37
PPGender+Race ~ 0.27 0.33 0.43 0.30
PPGir+A 0.25 0.30 0.40 0.27
PPscm 0.29 0.34 0.42 0.33

Table 2: Embedding utility for debiased models.

For race and age we used the lists from Caliskan
et al. (2017), while gender lists were taken from
Bolukbasi et al. (2016). All methods were repeat-
edly applied using 30 different word pair samples,
and we report each measure’s average and compare
values using 95% confidence intervals. Implemen-
tation details are provided in the Appendix.

Table 1 shows the results of our experiments.
Overall, SCM-based debiasing performs compara-
bly to social-group-specific debiasing across meth-
ods. Specifically for ECT, SCM-based debiasing
was either better than, or not statistically different
from, LPg;me and Subgyme, while SCM-based debi-
asing was only slightly out-performed by PPy,
(0.01-0.03). In other words, these results demon-
strate that warmth and competence dimensions can
simultaneously capture gender, race, and age bias
in word embeddings. For the EQT, results are some-
what similar to those of ECT; however, we caution
against interpreting small differences in EQT due to
its definition of biased analogies relying on NLTK
to compile comprehensive sets of synonyms and
plural forms of words (Dev and Phillips, 2019).

3.6 Results - Word Embedding Utility

Table 1 shows that PPg,r+a outperformed all other
methods on bias evaluations. However, one trade-
off is the reduction in word embedding utility. Ta-
ble 2 shows that PPscy preserves more embedding
utility than PPg,Rr+a, using established benchmarks

for analogy and similarity (Jastrzebski et al., 2017).
Due to the information removed in the debiasing
process, as the number of social attributes increases,
the quality of embeddings for group-specific debi-
asing deteriorates; however, this is not the case for
PPscwm showing that PPgcym preserves some of the
definitional biases (e.g. gender bias of actor vs.
actress). These results indicate that our proposed
approach for SCM-based bias mitigation is a bet-
ter solution especially when our goal is to remove
social biases for as many groups as possible.

4 SCM-Based Bias Mitigation for
Contextualize Language Models

Similar to the previous section, before discussing
our proposed method, we briefly review bias miti-
gation efforts in language models.

4.1 Methods of post-hoc bias mitigation

Similar to bias mitigation in static word embed-
dings, mitigating bias in language models requires
a definition of the bias subspace. The bias sub-
space is defined via a set of attribute word tuples
A = {(a},ad?,...), (ad,a?,...)} where aé- denotes
the j™ word for i subgroup of an attribute (e.g.,
for religion { (“Muslim”-“Jewish”-*“Chrisitan”),
...}). In addition, bias mitigation for language mod-
els requires a set of neutral target words T' (e.g.,
occupations such as “doctor”, “nurse”, etc.) Given
a language model Mjy the goal is to find My, such
that the difference in association of each neutral
target word with all subgroups is minimized.

Our goal is to provide a theory-driven framework
for bias mitigation that generalizes to many social
groups. Therefore, we chose to focus on DPCE and
ADEPT, two top-performing post-hoc methods that
do not require significant hand-designed resource
development, as our baselines.
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Problem Definition: Both DPCE and ADEPT
view bias mitigation as a downstream task and use a
loss L = Lyiqs+ Lrepresentation that balances bias
mitigation — via Ly;,s — and preserves a model’s
representational power via Lyepresentation- The for-
mal definitions of Ly;,s and Lyepresenation are pro-
vided when we discuss ADEPT and DPCE. In ad-
dition, both algorithms collect a set of sentences
SY for each word w to capture the contextual rep-
resentation of w. We use E;(w, s; ) to show the
embedding of a word w in sentence s in the i
layer of the model parameterized by §. Then the
layer-prototype of a word w in i layer of a model,
e;(w), is defined as the average of F;(w, s;6) for
all s € S“. The prototype of a word is then defined
as the average of all layer-prototypes.

DPCE: proposed by Kaneko and Bollegala (2021)
is a fine-tuning approach for mitigating biases in
a language model. Ly;,s for DPCE is designed to
minimize the inner product of attribute word layer-
prototypes with embeddings of target words across
all model layers.

IIPIPICIOH

teT seStacA

Lbias t 85 0 ))

Ly epresentation 15 defined to minimize the Lo norm
of embeddings before and after debiasing across
all layers.

Lrepresentation =

> Yyl

s€Se wes =1

(w, s;0) (w,s;Q’)H2

ADEPT: Yang et al. (2023) proposed “A Debi-
asing PrompT” framework (ADEPT). Let DPt;|ai
quantify how much of attribute a*’s (e.g., male gen-
der’s) information can be recovered from neutral
target word ;. Also let P* = [Pt > Prafais -
ADEPT’s Ly, is designed to reduce the difference,
measured by Jensen-Shannon divergence, between
relative distances of different attributes to neutral
target words. Formally,

Lbias = Z

i,j€{1,...,d},i<j

{J5(P0|| Py

Ly epresentation for ADEPT is defined to mini-
mize the KL divergence of embeddings before and
after debiasing across all layers.

Lrepresentatian = KL(MG(S>HM9’(S))

4.2 Bias Benchmarks

4.2.1 SEAT

The Sentence Encoder Association Test (SEAT;
May et al., 2019) is the extended version of
the Word Embedding Association Test (WEAT;
Caliskan et al., 2017), which places the WEAT
words to the pre-determined sentences and com-
putes the effect size and p-value. Effect sizes closer
to zero indicate lower magnitude of bias.

4.2.2 CrowS-Pairs

Crowdsourced Stereotype Pairs (CrowS-Pairs; Nan-
gia et al., 2020) evaluates whether a model gives
a higher probability to the stereotypical sentences
over the anti-stereotypical sentences. CrowS-Pairs
test set consists of pairs of sentences that target
explicit expressions of stereotypes by changing
the stereotyped word with an anti-stereotype word.
The ideal model should achieve a score of 50.

4.2.3 StereoSet

StereoSet (Nadeem et al., 2021) provides three
scores, Stereotype Score (SS), Language Model-
ing Score (LMS), and Idealized CAT (ICAT) Score.
For each item in Stereoset, the model should choose
between stereotypical, anti-stereotypical or unre-
lated variations. The SS is the percentage of sen-
tences in which the model prefers stereotypical
ones. The LMS is the percentage of sentences the
model prefers, stereotypical or anti-stereotypical
sentences, over unrelated. The ideal model should
get a SS of 50% and LMS of 100%. The ICAT
combines the SS and LMS, and the ideal model
should get 100% on ICAT.

4.3 Proposed Method

Similar to the SCM-based bias mitigation for static
word embeddings, we propose that SCM’s warmth
and competence can be used to define a social-
group-agnostic bias subspace in language models.
We operationalize the warmth and competence di-
mensions by 16 pairs of “high” and “low” words
for each dimension from Nicolas et al. (2021). We
hypothesize that similar to static word embeddings,
SCM-based debiasing in contextualized language
models will: 1. reduce bias for multiple social
groups comparable to group-specific bias mitiga-
tion and generalizes to understudied social groups
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or attributes (§4.4), and 2. maintain the expressive-
ness of language models (§4.5). To test our hy-
potheses, we mitigate bias with DPCE and ADEPT
relying on SCM and compare it with social-group-
specific debiasing on gender and religion on mul-
tiple bias benchmarks (§4.2). In addition to bias
benchmarks, we compare the models on the GLUE
benchmark (Wang et al., 2018) to evaluate whether
the debiased models have the same expressiveness
as the original model.

Race Gender i
S3 | s4 | S5 | S6 1 ST | S8 ! SRI | SR2

i Religion
l
BERTparGe | 0.42* : 0.41* : 0.89% | 0.37 : 0.42* : -0.26 | 0.01 : -0.16
T
1 0.
|
|
|

Gender | 0.39" | 0.61* | 0.74" | 0.72" | -0.20 | 026 | -0.18 | -0.20
I
Religion | 0.30" | 0.76" | 0.79" 1 -0.43 | 0.69" | 0.67" 1 0.01 | -0.12
SCM 0.25* | 0.41% | 0.32° ! 0.72 | -042 | -0.08 | -0.24 | -0.15
Gender | 0.35" | 025 | 0.82° | 0.70° | -034 | 0.15 | 026 | -021
Religion | 0.64% 1 0.54* 1 0.88* | 0.66" | 0.44* | 0.51* | 0.61* | 0.17
I I I I I
SCM | 0.37° 1 021 1 0.63* | 0.81* 1 0.82° 1 0.50 1 0.50° 1 -0.10

DPCE

ADEPT

Table 3: SEAT effect sizes for selected tests on Race
(83, S4, S5), Gender (S6, S7, S8), and Religion (SR1,
SR2). *: p< 0.01

Datasets and Experiment Details: For all ex-
periments, we use the same neutral target words
as previous debiasing methods (Kaneko and Bol-
legala, 2021). To mitigate gender bias, we use
binary gender words from Zhao et al. (2018), and
to mitigate bias on religion, we use ternary religion
words from Liang et al. (2020). Words for SCM-
based debiasing are included in Appendix 7. We
use two corpora to collect sentences for each word:
1. News-Commentary v15 (NC-v15)? and 2. Book-
Corpus (BC)*. We collect the sentences for gender
words from NC-v15, and for religion and SCM
words we use NC-v15 combined with BC. We ex-
tract 58,252 neutral sentences and 14,688 attribute
sentences for each gender subgroup, 4,949,126 neu-
tral sentences and 6,485 attribute sentences for each
religion subgroup, and 4,650,778 neutral sentences
and 35,064 attribute sentences for each SCM sub-
group. All models are repeatedly debiased using a
random sample of sentences.

We debias BERT arge (Devlin et al., 2019)
with DPCE and ADEPT algorithms. All DPCE
experiments were conducted on a GeForce GTX
3090 Ti GPU with the same hyperparameters re-
ported in Kaneko and Bollegala (2021). Our exper-
iments show that the DPCE algorithm is sensitive
to the number of sentences collected for each at-

2https ://www.statmt.org/wmt20/
translation-task.html.
3https ://huggingface.co/datasets/bookcorpus

tribute and neutral word sentences. For each setting
(gender, religion, and SCM), we run DPCE with
|S| = {100, 500, 1000, 5000} sentences and chose
the model with the highest overall ICAT score
(IS| = 100 for religion and |S| = 500 for SCM
and gender, see §B.3 for results). All ADEPT ex-
periments use the same hyperparameters proposed
by Yang et al. (2023) and were run on a 16GB
Tesla V100. The original ADEPT algorithm was
proposed for debiasing in a single bias dimension
at a time, which we follow for each of the gender-
and religion-debiased models. For the SCM-based
model, we adopt a coordinate descent-based itera-
tion approach to debias the warmth and competence
dimensions together: at each epoch, we first debias
the warmth dimension with respect to the neutral
words and then debias the competence dimension
with respect to the neutral words (see §B.4).

4.4 Results - Bias Reduction

We compare variations of each algorithm (DPCE
or ADEPT) separately to disentangle the effect of
SCM-based debiasing from the debiasing algorithm
(i.e., fine-tuning or prompt-tuning). We evaluate
biases of our models using three benchmarks (§4.2)
spanning four social groups/attributes of race, gen-
der, religion, and profession.

DPCE + SCM: On Stereoset, our results show that
SCM-based bias mitigation achieves a higher ICAT
score compared to group-specific debiasing for all
categories of gender, profession, race, religion, and
overall (Table 4). Table 3 shows our result on SEAT
also reflects the same pattern. With the exception
of S6, in all cases, SCM-based DPCE results in
smaller effect sizes (or is insignificant). Finally,
as shown in Table 4, for CrowS-pairs, SCM-based
bias mitigation with DPCE achieves a better score
on two of the three categories. Altogether, these
results demonstrate that for DPCE, SCM-based
debiasing can mitigate social biases on multiple
social groups/attributes on par with or better than
group-specific debiasing even when evaluated on
the explicitly targeted group.

ADEPT + SCM: SCM-based bias mitigation with
ADEPT performs better than mitigating biases on
religion in almost all cases for Stereoset, except for
SS on gender. When compared to mitigating gen-
der bias using ADEPT, SCM achieves comparable
LMS, SS, and ICAT scores overall. Surprisingly,
we observe that SCM-based deibiasing, compared
to other models, achieves better scores on race on
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Benchmark | Task Metric BERTLArGE DP?]? AD]?P,T
Gender | Religion | SCM | Gender | Religion | SCM
LMS 1 86.5 84.7 75.5 83.3 86.0 85.2 85.4
Gender SS — 50 63.2 59.9 57.9 58.7 58.3 59.7 59.5
ICAT 1 63.6 68 63.5 68.8 71.7 68.7 69.2
LMS 1 84.8 82.2 76.7 82.6 85.1 85.1 85.3
Profession  SS — 50 59.4 57.3 55.7 55.5 56.7 56.3 56.2
ICAT 1 68.8 70.3 67.9 73.5 73.6 74.4 74.7
LMS 1 83.6 82.9 81 83.5 84.2 83.6 83.6
StereoSet Race SS — 50 57.1 56.3 55.8 55.9 53.0 55.0 54.1
ICAT 1 71.7 72.6 71.7 73.7 79.3 75.3 76.6
LMS 1 84.3 80.1 79.9 83.5 82.7 81.9 81.9
Religion SS — 50 59.9 57.8 58.8 57.9 55.9 58.1 56.3
ICAT 1 67.5 67.7 65.8 70.3 72.8 68.6 71.5
LMS 1 84.4 82.8 78.7 83.1 84.7 84.3 84.4
Overall SS — 50 58.8 57.1 56.1 56.1 55.1 56.2 55.6
ICAT 1 69.5 71 69 72.9 76.0 73.9 74.8
Gender Score — 50 55.7 53.4 55.7 52.7 50.4 55.73 54.2
CrowS-Pairs | Race Score — 50 60.4 59 58.4 68.6 61.6 61.94 61.2
Religion Score — 50 67.6 69.5 65.7 60.2 65.7 63.81 64.8

Table 4: StereoSet and CrowS-pairs benchmarks on BERT; 4 rc £, and debiased models. We debiased the original
model by DPCE and ADEPT with three different sets of attributes, Gender, Religion, and SCM. The best score on
each algorithm based on the significant level on ten runs is in bold. — 50 means the ideal model score is 50.

SEAT. However, it is the gender-debiased model
that achieves the best results on race for stereoset.
This could be in part caused by the fact that race
items in stereoset contain multiple instances of gen-
der related stereotypes (e.g. “woman often notice
how <blank> the egyptian men was” with “sexiest”,
“generous”, and “lobster”’). On CrowS-Pairs, SCM
achieves better or comparable scores on race and
religion to the best models, but mitigating biases
on gender seems to be more effective for gender.
As for SEAT, on average ADEPT with SCM gets
lower effect sizes for race and comparable effect
sizes for religion, but ADEPT with gender results
in lower effect sizes on gender.

Across all benchmarks, our SCM-based ap-
proach consistently achieves a better score com-
pared to at least one of the group-specific models.
This suggests that our SCM-base approach is a bet-
ter solution for minimizing the potential harms of
language models for all social groups/attributes,
and their potential intersections.

4.5 Results - Natural Language
Understanding

Following Kaneko and Bollegala (2021), we used
five tasks from GLUE benchmark, Stanford Sen-
timent Treebank (SST-2; Socher et al., 2013),

SST-2 1| MRPC | STS-B | RTE | WNLI
BERTLarGe | 91.2 ! 90.7/86.8 | 90.2/90.0 ' 733 | 563
o, Gender | 924 | 913/87.7 | 90.3/89.8 | 614 | 479
£ Religion | 93.6 | 90.2/86.0 | 90.4/90.0 | 68.2 | 50.7
2 sem 932 | 89.4/84.8 | 90.8/90.5 | 72.6 | 47.9
. Gender | 93 |90.5/86.5 89.9/89.6 | 72.6 | 56.3
% Religion | 93.2 3 91.0/87.5 3 89.9/89.6 3 733 3 563
< scMm 937 189.6/85.5 1 89.8/89,7 1 72.9 1 563

Table 5: GLUE benchmark for Language Models.

Microsoft Research Paraphrase Corpus (MRPC;
Dolan and Brockett, 2005), Semantic Textual Simi-
larity Benchmark (STS-B; Cer et al., 2017), Recog-
nising Textual Entailment (RTE; Dagan et al., 2006;
Haim et al., 2006; Giampiccolo et al., 2007; Ben-
tivogli et al., 2009), and Winograd Schema Chal-
lenge (WNLI; Levesque et al., 2012). Table 5
shows that debiased models preserve their expres-
siveness. All models achieve comparable or better
scores than the original model on all five tasks. We
speculate that this is due to the L ¢presentation 1088
component in both algorithms. This analysis sug-
gest that for LMs SCM-based debiasing not only
doesn’t deteriorate the models but also improves
their performance on some benchmarks.
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5 Conclusion

In this work, we demonstrated the viability of a
theory-driven approach to debiasing pre-trained
word embeddings and language models. By replac-
ing the ad hoc, social-group-specific component
of existing debiasing techniques with a general,
theory-driven, social-group-agnostic counterpart,
we have solved two concrete problems with prior
debiasing work and opened the door for more re-
search into theory-driven approaches. First, SCM-
based debiasing was shown to sufficiently reduce
bias across social attributes, without relying on
any manually constructed group-specific resources.
Second, it is evident from our results that SCM-
based debiasing is scalable with respect to generic
social attributes — and embeddings or LMs debi-
ased with respect to SCM can be thought of as
generally debiased. Importantly, SCM-based debi-
asing results in improvements on the quality of the
respective word embeddings or language models.
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7 Limitations

The word embeddings and language models used
in this work are trained on contemporary English
language, and our social contexts overly contain ex-
plicit stereotypes encoded in English. Stereotypes
for a specific group can be quite different depend-
ing on the language and culture. Although out of
the scope of the present work, cross-societal differ-
ences in human stereotyping have been shown to
be explainable using the SCM framework (Cuddy
et al., 2009). Thus, it is fair to posit that our SCM-
based framework generalizes to social group bi-
ases beyond those in English. Future research is
encouraged to replicate our study in non-English
languages.

Furthermore, we would like to point out that
there exists a catalogue of bias measurements for

word embeddings and language models in the field.
However, the current catalogue is far from com-
prehensive in covering social groups even in the
contemporary English/American context, with few
resources for the intersectionality of groups and at-
tributes (Subramanian et al., 2021; Dhamala et al.,
2021). Additionally, some of these measures have
been shown to fail robustness checks. Although
our current work uses some of the most recently de-
veloped ECT and EQT, we believe that few, if any,
of these measurements are completely sound nor
complete. In our experiments for language mod-
els, we tried to measure bias for the same social
group or attribute using multiple benchmarks but
still found some substantial differences in results
across benchmarks. Therefore, we caution against
interpreting low bias measurements as evidence of
complete bias removal. While developing a new
bias measurement scale is not within the scope of
this work, we are optimistic that the social psycho-
logical theory in which our approach is grounded
provides the bedrock for the current evidence of
SCM efficacy to hold on future benchmarks.
Unlike bias mitigation methods for static word
embeddings, such as partial projection, the post hoc
methods of debiasing for large language models
can’t be trivially applied to mitigate biases for mul-
tiple social attributes simultaneously. For DPCE,
the formulation allows for mitigating biases on
multiple social attributes, but collecting enough
sentences from each attribute that do not include
any words from other attributes or neutral words
(i.e. mutually exclusive sentences) was not possi-
ble with the corpora we experimented with. This
problem is exacerbated as the number of social
attributes grow due to the mutual exclusivity con-
dition. For ADEPT on the other hand, the formu-
lation did not trivially handle multiple dimensions.
Hence, we employed a coordinate-descent modifi-
cation in our experiments to apply ADEPT to SCM
(more info in §B.4). We encourage future work
to devise data-efficient methods that can mitigate
biases on multiple dimensions at the same time.
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A Implementation Details for Static
Word Embeddings.

A.1 Training Word Embeddings

We used the Gensim (Rehurek and Sojka, 2011)
implementation of Skip Gram with Negative Sam-
pling variant of Word2Vec (Mikolov et al., 2013)
to train a 300 dimensional word embedding model
on the WikiText-103 (Merity et al., 2017) with a
5-word window. Words with fewer than 5 occu-
rances in the corpus were dropped. Training was
done for 5 iterations with 48 threads on a single
AMD Ryzen Threadripper 2990WX CPU.

A.2 Debiasing Algorithms

We used Bolukbasi et al. (2016)’s gender word sets
and implementation of for HD. For Sub, LP and PP
we follow Dev and Phillips (2019). The implemen-
tation can be found in the project repository.

A.3 Bias Subspace

The bias subspace used in HD is identical to that
of Bolukbasi et al. (2016). Each dimensions’ bias
subspace for Sub, LP, and PP was the first princi-
pal component of C constructed using 8 randomly
sampled word pairs from the corresponding dimen-
sions’ word pair list (Section A.5).

A.4 Experiments

Each debiasing algorithm for each dimension was
conducted 30 times using a random sample of 8
pairs from the corresponding word list.

A.5 Word Pairs
A.5.1 Social Group Word Pairs

Gender nephews, nieces - nephew, niece - males,
females - boys, girls - man, woman - sons, daugh-
ters - brother, sister - boy, girl - father, mother -
guy, gal - male, female - uncle, aunt - himself, her-
self - uncles, aunts - fathers, mothers - his, her -
son, daughter - him, her - men, women - his, hers

- he, she - brothers, sisters - from Bolukbasi et al.
(2016).

Race Brad, Darnell - Brendan, Hakim - Geof-
frey, Jermaine - Greg, Kareem - Brett, Jamal - Neil,
Rasheed - Neil, Rasheed - Todd, Tyrone - Alli-
son, Aisha - Anne, Ebony - Carrie, Keisha - Emily,
Kenya - Laurie, Latoya - Meredith, Tamika - from
Caliskan et al. (2017).

Age Tiffany, Ethel - Michelle, Bernice - Cindy,
Gertrude - Kristy, Agnes - Brad, Cecil - Eric,
Wilbert - Joey, Mortimer - Billy, Edgar - from
Caliskan et al. (2017).

A.5.2 SCM Word Pairs for Static Word
Embeddings

Warmth pleasant, unpleasant - liked, disliked -
outgoing, shy - sensitive, insensitive - friendliness,
unfriendliness - sociable, unsociable - warm, cold -
warmth, coldness - honest, dishonest - fair, unfair -
loyal, disloyal - right, wrong - criminal, innocent -
genuine, fake - reliable, unreliable - from Nicolas
et al. (2021).

Competence smart, stupid - competent, incom-
petent - intelligent, dumb - able, unable - rational,
irrational - capable, incapable - aggressive, docile
- resilient, nonresilient - motivated, unmotivated -
ambitious, unambitious - independent, dependent
- determined, inactive - secure, insecure - clever,
foolish - dominant, submissive - from Nicolas et al.
(2021).

A.6 SCM-based Debiasing for More Social
Groups

We replicate our results with pre-trained embed-
dings, and (2) include additional social groups, we
present our results for Word2 Vec trained on Google
News including additional groups of Asians, His-
panics, and fat vs. thin (Table 6). The results
show that our proposed framework succeeds in han-
dling these additional dimensions and generalizes
to other embeddings.

Gender Black Asian Hispanic Age Fat-Thin
PPeyme | 0.86 0.56  0.95 0.91 0.51 0.91
PPscm | 0.85 0.78  0.95 0.91 0.78 0.91

Table 6: ECT for each group when the model is debiased
along the same dimension (PPgg,., i.e. debiasing on
gender for gender) and using SCM (PPscar)
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B Implementation Details for Debiasing
Language Models

B.1 SCM Words for Language Models

We used the following words as SCM attributes in
DPCE and ADEPT algorithm to mitigate the bias
in the models:

Warm: social, warm, popular, good, right, kind,
loyal, pleasant, friendly, funny, moral, fair, sym-
pathetic, sensitive, cooperative, innocent, liked, re-
sponsible, genuine, polite, trustworthy, reliable, car-
ing, helpful, thoughtful.

Cold: antisocial, cold, unpopular, bad, wrong,
mean, treacherous, unpleasant, unfriendly, boring,
immoral, unfair, unsympathetic, insensitive, self-
ish, criminal, disliked, irresponsible, fake, rude,
untrustworthy, unreliable, uncaring, unhelpful, in-
considerate.

Competent: able, bright, brilliant, competent,
capable, wise, rational, practical, dominant, depen-
dent, confident, active, efficient, ambitious, deter-
mined, critical, secure, daring, educated, aggres-
sive, motivated, intelligent, graceful, creative, ener-
getic.

Incompetent: unable, stupid, dumb, incompe-
tent, incapable, unwise, irrational, impractical, sub-
missive, independent, insecure, inactive, inefficient,
lazy, doubtful, naive, vulnerable, cautious, unedu-
cated, docile, unmotivated, unintelligent, clumsy,
unimaginative, lethargic.

B.2 Gender and Religion words

We used the same word lists for the gender and re-
ligion dimensions as Kaneko and Bollegala (2021);
Yang et al. (2023) did for our experiments.

B.3 DPCE Sample Size

After collecting sentences from corpora for the
three different settings (gender, religion, and
SCM - we separated 1000 samples for the eval-
uation and trained the model on the [S| =
{100,500, 1000,5000}. We ran the StereoSet
benchmark for different |S| and chose the best
model based on the overall ICAT score (Table 7).

B4 ADEPT + SCM

To debias with ADEPT using SCM, we adopted a
coordinate descent-based algorithm. At each epoch,
we first neutralized warmth words with respect to
the neutral words, then neutralized competence
words with respect to those neutral words. These
results are reported in the main paper (section 4).

t-SNE

-10

-10 -5 0 5 10

Figure 2: t-SNE plot after running ADEPT based on
SCM. Some pairwise words, mostly in the warmth di-
mension (red/yellow) cluster together, but others, mostly
in the competence dimension (green/cyan) do not.

We also experimented with this coordinate
descent-based algorithm without using any explicit
neutral words. Instead, at each epoch, we neu-
tralized warmth words with respect to competence
words, then neutralized competence words with
respect to warmth words. In the perfect case of
orthogonal warmth and competence axes, this de-
biasing procedure would hopefully retain all other
attributes of words. In our experiments, we found
no discernible difference when comparing this to
the version with a separate set of neutral words, so
we don’t report these results.

Figure 2 shows that many of the warmth and
competence words indeed do not appear as close
as they could be with respect to all the other words
used. We speculate that with more effective adap-
tations of the ADEPT algorithm, SCM-based debi-
asing with this algorithm might be able to achieve
better results on various bias benchmarks.
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|S|=100 |S]=500 |S|=1000 |S1=5000

Gender Religion SCM | Gender Religion SCM | Gender Religion SCM | Gender religion SCM
5 LMS T 47 75.5 84.4 84.7 54.7 833 81.7 42.7 81.1 77 58.7 35.6
g SS — 50 525 57.9 62.3 59.9 48.4 58.7 57.6 49.9 59.9 573 49 50.9

©  jcAT T 44.7 63.5 63.6 68 53 68.8 69.4 427 65.1 65.7 57.5 35
_§ LMS 1 49.6 76.7 80.8 82.2 57.7 82.6 72.7 473 79.6 56.4 57.8 36.9
E) SS — 50 525 55.7 58.1 573 50.4 55.5 54.8 50.6 53.9 50.7 459 50.4
ae_ ICAT 1 472 67.9 67.7 70.3 57.2 73.5 65.8 46.7 73.3 55.5 53.1 36.6
LMS 1 47.1 81 80.9 82.9 74.8 83.5 72.3 46.2 82.8 57.4 57.2 34.8

5 SS — 50 50.2 55.8 59.1 56.3 52.1 55.9 52 46.6 56.6 59.8 54.2 43
ICAT 1 47 71.7 66.1 72.6 71.7 73.7 69.4 43.1 71.8 46.1 52.4 29.9
£ LMS 1 41.6 79.9 79.7 80.1 80.6 835 72.2 737 81.6 54.1 73.7 27.8
2SS — 50 47.7 58.8 60.5 57.8 57.6 57.9 50.1 55.5 55.4 60 58.4 46.8
& ICAT © 39.7 65.8 63 67.7 68.3 70.3 72 65.5 72.7 433 61.4 26.1
— LMS? 47.8 78.7 81.3 82.8 66.2 83.1 73.6 472 81.3 59.3 58.2 354
g SS — 50 51.2 56.1 59.2 57.1 51.2 56.1 53.6 48.8 56 56.2 50.6 46.9
©  ICAT T 46.7 69 66.3 71 64.5 72.9 68.3 46.1 71.6 52 57.5 332

Table 7: StereoSet benchmark for DPCE with different sample sizes..
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