
Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics
Volume 1: Long Papers, pages 3664–3686

July 9-14, 2023 ©2023 Association for Computational Linguistics

GENEVA: Benchmarking Generalizability for Event Argument Extraction
with Hundreds of Event Types and Argument Roles

Tanmay Parekh† I-Hung Hsu‡ Kuan-Hao Huang†

Kai-Wei Chang† Nanyun Peng†
†Computer Science Department, University of California, Los Angeles

‡Information Science Institute, University of Southern California
{tparekh, khhuang, kwchang, violetpeng}@cs.ucla.edu

{ihunghsu}@isi.edu

Abstract
Recent works in Event Argument Extraction
(EAE) have focused on improving model
generalizability to cater to new events and
domains. However, standard benchmarking
datasets like ACE and ERE cover less than
40 event types and 25 entity-centric argument
roles. Limited diversity and coverage hinder
these datasets from adequately evaluating the
generalizability of EAE models. In this paper,
we first contribute by creating a large and
diverse EAE ontology. This ontology is created
by transforming FrameNet, a comprehensive
semantic role labeling (SRL) dataset for EAE,
by exploiting the similarity between these
two tasks. Then, exhaustive human expert
annotations are collected to build the ontology,
concluding with 115 events and 220 argument
roles, with a significant portion of roles not be-
ing entities. We utilize this ontology to further
introduce GENEVA, a diverse generalizability
benchmarking dataset comprising four test
suites, aimed at evaluating models’ ability
to handle limited data and unseen event type
generalization. We benchmark six EAE models
from various families. The results show that
owing to non-entity argument roles, even the
best-performing model can only achieve 39%
F1 score, indicating how GENEVA provides
new challenges for generalization in EAE.
Overall, our large and diverse EAE ontology
can aid in creating more comprehensive future
resources, while GENEVA is a challenging
benchmarking dataset encouraging further
research for improving generalizability in EAE.
The code and data can be found at https:
//github.com/PlusLabNLP/GENEVA.

1 Introduction

Event Argument Extraction (EAE) aims at extract-
ing structured information of event-specific argu-
ments and their roles for events from a pre-defined
taxonomy. EAE is a classic topic (Sundheim, 1992)
and elemental for a wide range of applications like
building knowledge graphs (Zhang et al., 2020),

Figure 1: Distribution of event types into various ab-
stract event types1 for GENEVA, ACE, ERE, RAMS,
and WikiEvents datasets. We observe that GENEVA is
relatively more diverse than the other datasets.

question answering (Berant et al., 2014), and others
(Hogenboom et al., 2016; Wen et al., 2021; Yang
et al., 2019b). Recent works have focused on build-
ing generalizable EAE models (Huang et al., 2018;
Lyu et al., 2021; Sainz et al., 2022) and they uti-
lize existing datasets like ACE (Doddington et al.,
2004) and ERE (Song et al., 2015) for benchmark-
ing. However, as shown in Figure 1, these datasets
have limited diversity as they focus only on two
abstract types,1 Action and Change. Furthermore,
they have restricted coverage as they only comprise
argument roles that are entities. The limited diver-
sity and coverage restrict the ability of these exist-
ing datasets to robustly evaluate the generalizability
of EAE models. Toward this end, we propose a new
generalizability benchmarking dataset in our work.

To build a strong comprehensive benchmarking
dataset, we first create a large and diverse ontology.
Creating such an ontology from scratch is time-
consuming and requires expert knowledge. To re-
duce human effort, we exploit the shared properties
between semantic role labeling (SRL) and EAE
(Aguilar et al., 2014) and leverage a diverse and
exhaustive SRL dataset, FrameNet (Baker et al.,
1998), to build the ontology. Through extensive
human expert annotations, we design mappings

1Abstract event types are defined as the top nodes of the
event ontology created by MAVEN (Wang et al., 2020).
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that transform the FrameNet schema to a large and
diverse EAE ontology, spanning 115 event types
from five different abstract types. Our ontology
is also comprehensive, comprising 220 argument
roles with a significant 37% of roles as non-entities.

Utilizing this ontology, we create GENEVA - a
Generalizability BENchmarking Dataset for EVent
Argument Extraction. We exploit the human-
curated ontology mappings to transfer FrameNet
data for EAE to build GENEVA. We further per-
form several human validation assessments to en-
sure high annotation quality. GENEVA comprises
four test suites to assess the models’ ability to learn
from limited training data and generalize to unseen
event types. These test suites are distinctly differ-
ent based on the training and test data creation – (1)
low resource, (2) few-shot, (3) zero-shot, and (4)
cross-type transfer settings.

We use these test suites to benchmark various
classes of EAE models - traditional classification-
based models (Wadden et al., 2019; Lin et al.,
2020; Wang et al., 2022a), question-answering-
based models (Du and Cardie, 2020), and gener-
ative approaches (Paolini et al., 2021; Hsu et al.,
2022b). We also introduce new automated refine-
ments in the low resource state-of-the-art model
DEGREE (Hsu et al., 2022b) to generalize and
scale up its manual input prompts. Experiments
reveal that DEGREE performs the best and exhibits
the best generalizability. However, owing to non-
entity arguments in GENEVA, DEGREE achieves
an F1 score of only 39% on the zero-shot suite.
Under a similar setup on ACE, DEGREE achieves
53%, indicating how GENEVA poses additional
challenges for generalizability benchmarking.

To summarize, we make the following contri-
butions. We construct a diverse and comprehen-
sive EAE ontology introducing non-entity argu-
ment roles. This ontology can be utilized further to
develop more comprehensive datasets for EAE. In
addition, we propose a generalizability evaluation
dataset GENEVA and benchmark various recent
EAE models. Finally, we show how GENEVA
is a challenging dataset, thus, encouraging future
research for generalization in EAE.

2 Related Work

Event Extraction Datasets and Ontologies: The
earliest datasets in event extraction date back to
MUC (Sundheim, 1992; Grishman and Sundheim,
1996). Doddington et al. (2004) introduced the

standard dataset ACE while restricting the ontol-
ogy to focus on entity-centric arguments. The ACE
ontology was further simplified and extended to
ERE (Song et al., 2015) and various TAC KBP
Challenges (Ellis et al., 2014, 2015; Getman et al.,
2017). These datasets cover a small and restricted
set of event types and argument roles with limited
diversity. Later, MAVEN (Wang et al., 2020) in-
troduced a massive dataset spanning a wide range
of event types. However, its ontology is limited
to the task of Event Detection2 and does not con-
tain argument roles. Recent works have introduced
document-level EAE datasets like RAMS (Ebner
et al., 2020), WikiEvents (Li et al., 2021), and Do-
cEE (Tong et al., 2022); but their ontologies are
also entity-centric, and their event coverage is lim-
ited to specific abstract event types (Figure 1). In
our work, we focus on building a diverse and com-
prehensive dataset for benchmarking generalizabil-
ity for sentence-level EAE.

Event Argument Extraction Models: Tradition-
ally, EAE has been formulated as a classification
problem (Nguyen et al., 2016). Previous
classification-based approaches have utilized
pipelined approaches (Yang et al., 2019a; Wadden
et al., 2019) as well as incorporating global
features for joint inference (Li et al., 2013; Yang
and Mitchell, 2016; Lin et al., 2020). However,
these approaches exhibit poor generalizability in
the low-data setting (Liu et al., 2020; Hsu et al.,
2022b). To improve generalizability, some works
have explored better usage of label semantics by
formulating EAE as a question-answering task (Liu
et al., 2020; Li et al., 2020; Du and Cardie, 2020).
Recent approaches have explored the use of natural
language generative models for structured predic-
tion to boost generalizability (Schick and Schütze,
2021a,b; Paolini et al., 2021; Li et al., 2021).
Another set of works transfers knowledge from
similar tasks like abstract meaning representation
and semantic role labeling (Huang et al., 2018; Lyu
et al., 2021; Zhang et al., 2021). DEGREE (Hsu
et al., 2022b) is a recently introduced state-of-the-
art generative model which has shown the best
performance in the limited data regime. In our
work, we benchmark the generalizability of various
classes of old and new models on our dataset.

2Event Detection aims at only identifying the event type
documented in the sentence.
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3 Ontology Creation
Event annotations start with ontology creation,
which defines the scope of the events and their cor-
responding argument roles of interests. Towards
this end, we aim to construct a large ontology of
diverse event types with an exhaustive set of event
argument roles. However, it is a challenging and
tedious task that requires extensive expert supervi-
sion if building from scratch. To reduce human ef-
fort while maintaining high quality, we leverage the
shared properties of SRL and EAE and utilize a di-
verse and comprehensive SRL dataset — FrameNet
to design our ontology. We first re-iterate the EAE
terminologies we follow (§ 3.1) and then describe
how FrameNet aids our ontology design (§ 3.2).
Finally, we present our steps for creating the final
ontology in § 3.3 and ontology statistics in § 3.4.

3.1 Task Definition
We follow the definition of event as a class attribute
with values such as occurrence, state, or report-
ing (Pustejovsky et al., 2003; Han et al., 2021).
Event Triggers are word phrases that best express
the occurrence of an event in a sentence. Following
the early works of MUC (Sundheim, 1992; Grish-
man and Sundheim, 1996), event arguments are
defined as participants in the event which provide
specific and salient information about the event.
Event argument role is the semantic category of
the information the event argument provides. We
provide an illustration in Figure 2 describing an
event about “Destroying”, where the event trigger
is obliterated, and the event consists of argument
roles — Cause and Patient.

It is worth mentioning that these definitions are
disparate from the ones that previous works like
ACE, and its inheritors, ERE and RAMS, follow.
In ACE, the scope of events is restricted to the at-
tribute of occurrence only, and event arguments are
restricted to entities, wherein entities are defined
as objects in the world. For example, in Figure 2,
the subsequent explosions isn’t an entity and will
not be considered an argument as per ACE defini-
tions. Consequently, Cause won’t be part of their
ontology. This exclusion of non-entities leads to
incomplete information extraction of the event. In
our work, we follow MUC to consider a broader
range of events and event arguments.

3.2 FrameNet for EAE
To overcome the challenge of constructing an
event ontology from scratch, we aim to leverage

Sentence: King Hammurabi led Babylon to victory

Leader Governed

Event: LeadershipED

EAE

King Hammurabi led Babylon to victory
Leader Governed King Hammurabi led Babylon to victory

Leader Governed

Event Type: Leadership

Russia is helping Iran to construct a dam.

Helper Benefiter

Event Type: Assistance

Goal

The subsequent explosions obliterated the museum

Cause Patient

Event Type: Destroying

Figure 2: An illustration of EAE for the Destroying
event comprising argument roles of Cause and Patient.

FrameNet, a semantic role labeling (SRL) dataset,
to help our ontology creation. The similarity be-
tween SRL and EAE (Aguilar et al., 2014) provides
us with the ground for leveraging FrameNet. SRL
assigns semantic roles to phrases in the sentence,
while EAE extracts event-specific arguments and
their roles from the sentence. Hence, selecting
event-related parts of a fine-grained annotated SRL
dataset can be considered as an exhaustively anno-
tated resource for EAE.

We choose FrameNet3 (Baker et al., 1998) as the
auxiliary SRL dataset since it is one of the most
comprehensive SRL resources. It comprises 1200+
semantic frames (Fillmore et al., 1976), where a
frame is a holistic background that unites similar
words. Each frame is composed of frame-specific
semantic roles (frame elements) and is evoked by
specific sets of words (lexical units).

To transfer FrameNet’s schema into an EAE
ontology, we map frames as events, lexical
units as event triggers, and frame elements as
argument roles. However, this basic mapping
is inaccurate and has shortcomings since not all
frames are events, and not all frame elements
are argument roles per the definitions in § 3.1.
We highlight these shortcomings in Figure 3,
which enlists some FrameNet frames and frame
elements for the Arrest frame. Based on EAE
definitions, only some frames like Arrest, Travel,
etc (highlighted in yellow) can be mapped as
events, and similarly, limited frame elements like
Authorities, Charges, etc (highlighted in green) are
mappable as argument roles.

3.3 Building the EAE Ontology

To overcome the shortcomings of the basic map-
ping, we follow a two-step approach (Figure 4).
First, we build an event ontology for accurately
mapping frames to events. Then, we augment this
ontology with argument roles by building an event
argument ontology. We describe these steps below.

Event Ontology: In order to build the event on-
3FrameNet Data Release 1.7 by http://framenet.icsi.

berkeley.edu is licensed under a Creative Commons Attri-
bution 3.0 Unported License.
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Arrest
Accuracy

Cause_motion
Color
Travel

Destiny
…

FRAMES

Authorities, Manner, 
Charges, Type, Suspect, 

Means, Offense, …

FRAME ELEMENTS 
FOR ARREST FRAME

Events

Argument Roles

Figure 3: Illustration of challenges in using FrameNet
for EAE - Not all frames are events and not all frame
elements are argument roles.

tology, we utilize the event mapping designed
by MAVEN (Wang et al., 2020), which is an
event detection dataset. They first recursively filter
frames having a relation with the "Event" frame in
FrameNet. Then they manually filter and merge
frames based on the definitions, resulting in an
event ontology comprising 168 event types mapped
from 289 filtered frames.

Event Argument Ontology: In order to augment
argument roles to the event ontology, we perform
an extensive human expert annotation process. The
goal of this annotation process is to create an argu-
ment mapping from FrameNet to our ontology by
filtering and merging frame elements. We describe
this annotation process below.
Annotation Instructions: Annotators are provided
with a list of frame elements along with their de-
scriptions for each frame in the event ontology. 4

They are also provided with definitions for events
and argument roles as discussed in Section 3.1.
Based on these definitions, they are asked to anno-
tate each frame element as (a) not argument role,
(b) argument role, or (c) merge with existing argu-
ment role (and mention the argument role to merge
with). To ensure arguments are salient, annotators
are instructed to filter out frame elements that are
super generic (e.g. Time, Place, Purpose) unless
they are relevant to the event. Ambiguous cases are
flagged and commonly reviewed at a later stage.

Additionally, annotators are asked to classify
each argument role as an entity or not. This ad-
ditional annotation provides flexibility for quick
conversion of the ontology to ACE definitions. Fig-
ure 14 in the Appendix provides an illustration of
these instructions and the annotation process.
Annotation Results: We recruit two human experts

4Event ontology frames can be viewed as candidate events.

Schema Dataset

Event Ontology

Event Argument
Ontology

MAVEN
schema

Human expert
annotations

Schema

Data

Event Ontology

Event Argument
Ontology

MAVEN
schema

Human expert
annotations

Ontology
Calibration

Ontology
Calibration3 GENEVA

4

FrameNet Data Transfer

1

2

SchemaData

Event Ontology

Event Argument
Ontology

MAVEN
schema

Human Expert
annotations

Ontology
Calibration3 GENEVA

4

FrameNet Data Transfer

1

2

Figure 4: Illustration of the GENEVA creation from
FrameNet labeled sequentially by the crucial steps.

who are well-versed in the field of event extraction.
We conduct three rounds of annotations and dis-
cussions to improve consistency and ensure a high
inter-annotator agreement (IAA). The final IAA
measured as Cohen’s Kappa (McHugh, 2012) was
0.82 for mapping frame elements and 0.94 for en-
tity classification. A total of 3, 729 frame elements
from 289 frames were examined as part of the an-
notation process. About 63% frame elements were
filtered out, 14% were merged, and the remaining
23% constitute as argument roles.

Event Ontology Calibration: The MAVEN event
ontology is created independent of the argument
roles. This leads to some inaccuracies in their on-
tology wherein two frames with disparate sets of
argument roles are mapped as a single event. For
example, Surrendering_possession and Surrender-
ing frames are merged together despite having dif-
ferent argument roles. Based on our human expert-
curated event argument ontology, we rectify these
inaccuracies (roughly 8% of the event ontology)
and create our final ontology.

3.4 Ontology Statistics

We present the statistics of our full ontology in
Table 1 and compare it with existing ACE (Dod-
dington et al., 2004) and RAMS (Ebner et al.,
2020) ontologies. But as we will specify in § 4.1,
we use a subset of this ontology5 for creating
GENEVA. Hence, we also include the statistics
of the GENEVA ontology in the last column in
Table 1. Overall, our curated full ontology is the
largest and most comprehensive as it comprises
179 event types and 362 argument roles. Defin-
ing abstract event types as the top nodes of the
ontology tree created by MAVEN (Wang et al.,
2020), we show that our ontology spans 5 different
abstract types and is the most diverse. We orga-
nize our ontology into a hierarchy of these abstract

5We will release both full and GENEVA ontologies to
facilitate future study.
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ACE RAMS Full GENEVA

# Event Types 33 139 179 115
# Abstract Event Types 2 3 5 5
# Argument Roles (AR) 22 65 362 220
Avg. # AR per Event 4.75 3.76 4.82 3.97
% Entity AR 100% 100% 65% 63%
% Non-Entity AR 0% 0% 35% 37%

Table 1: Full and GENEVA ontology Statistics. AR =
Argument Role. An ontology covers an abstract type if
it has 5+ events of that abstract type. Entity AR refers
to argument roles that are entities.

event types in Appendix A.3. Our ontology is also
dense with an average of 4.82 argument roles per
event type. Finally, we note that a significant 35%
of the event argument roles in our ontology are
non-entities. This demonstrates how our ontology
covers a broader and more comprehensive range
of argument roles than other ontologies following
ACE definitions of entity-centric argument roles.

4 GENEVA Dataset

Previous EAE datasets for evaluating generalizabil-
ity like ACE and ERE have limited event diver-
sity and are restricted to entity-centric arguments.
To overcome these issues, we utilize our ontology
to construct a new generalizability benchmarking
dataset GENEVA comprising four specialized test
suites. We describe our data creation process in
§ 4.1, provide data statistics in § 4.2 and discuss
out test suites in § 4.3.

4.1 Creation of GENEVA

Since annotating EAE data for our large ontol-
ogy is an expensive process, we leverage the an-
notated dataset of FrameNet to create GENEVA
(Figure 4). We utilize the previously designed on-
tology mappings to repurpose the annotated sen-
tences from FrameNet for EAE by mapping frames
to corresponding events, lexical units to event trig-
gers, and frame elements to corresponding argu-
ments. Unmapped frames and frame elements (not
in the ontology) are filtered out from the dataset.
Since FrameNet doesn’t provide annotations for all
frames, some events from the full ontology are not
present in our dataset (e.g. Military_Operation).
Additionally, to aid better evaluation, we remove
events that have less than 5 event mentions (e.g.
Lighting). Finally, GENEVA comprises 115 event
types and 220 argument roles. Some examples are
provided in Figure 10 (Appendix).

Human Validation: We ensure the high quality of

Dataset #Event #Arg Avg. Event Avg. Arg
Types Types Mentions Mentions

ACE 33 22 153.18 274.55
ERE 38 21 191.76 499
GENEVA 115 220 65.26 55.77

Table 2: Statistics for different EAE datasets for bench-
marking generalizability. The second and third columns
are the unique number of event types and argument
roles. The last two columns indicate the average
number of mentions per event and argument role.

our dataset by conducting two human assessments:
(1) Ontology Quality Assessment: We present the
human annotators with three sentences - one pri-
mary and two candidates - and ask them if the event
in the primary sentence is similar to the events in
either of the candidates or distinct from both (Ex-
ample in Appendix F). One candidate sentence is
chosen from the frame merged with the primary
event, while the other candidate is chosen from
a similar unmerged sister frame. The annotators
chose the merged frame candidates 87% of the
times, demonstrating the high quality of the ontol-
ogy mappings. This validation was done by three
annotators over 61 triplets with 0.7 IAA measured
by Fleiss’ kappa (Fleiss, 1971).
(2) Annotation Comprehensiveness Assessment:
Human annotators are presented with annotated
samples from our dataset and they are asked to
report if there are any arguments in the sentence
that have not been annotated. The annotation is
considered comprehensive if all arguments are an-
notated correctly. The annotators reported that the
annotations were 89% comprehensive, ensuring
high dataset quality. Corrections majorly comprise
ambiguous cases and incorrect role labels. This
assessment was done by two experts over 100 sam-
pled annotations with 0.93 IAA (Cohen’s kappa).

4.2 Data Analysis

Overall, GENEVA is a dense, challenging, and
diverse EAE dataset with good coverage. These
characteristics make GENEVA better-suited than
existing datasets like ACE/ERE for evaluating the
generalizability of EAE models. The major statis-
tics for GENEVA are shown in Table 2 along with
its comparison with ACE and ERE. We provide
more discussions about the characteristics of our
dataset as follows.
Diverse: GENEVA has wide coverage with a
tripled number of event types and 10 times the
number of argument roles relative to ACE/ERE.

3668



Figure 5: Violin plots for number of arguments per
sentence for ACE, ERE and GENEVA datasets.

Figure 1 further depicts how ACE/ERE focus only
on specific abstractions Action and Change, while
GENEVA is the most diverse with events ranging
from 5 abstract types.
Challenging: The average number of mentions
per event type and argument role (Table 2) is rela-
tively less for GENEVA. Consequently, EAE mod-
els need to train from fewer examples on average
which makes training more challenging.
Dense: We plot the distribution of arguments per
sentence6 for ACE, ERE, and GENEVA in Figure 5.
We note that GENEVA has the highest density of
4 argument mentions per sentence. Both ACE and
ERE have more than 70% sentences with up to 2
arguments. In contrast, GENEVA is denser with
almost 50% sentences having 3 or more arguments.
Coverage: Qualitatively, we show some cover-
age of diverse examples in Figure 9 (Appendix)
and provide coverage for all events categorized by
their abstraction in Figure 14 (Appendix). We ob-
serve frequent events like Statement, Arriving, Ac-
tion while Recovering, Emergency, Hindering are
less-frequent events. In terms of diversity of data
sources, our data comprises a mixture of news arti-
cles, Wall Street Journal articles, books, Wikipedia,
and other miscellaneous sources too.

4.3 Benchmarking Test Suites
With a focus on the generalizability evaluation of
EAE models, we fabricate four benchmarking test
suites clubbed into two higher-level settings:

Limited Training Data: This setting mimics the
realistic scenario when there are fewer annotations
available for the target events and evaluates the
models’ ability to learn from limited training data.
We present two test suites for this setting:
• Low resource (LR): Training data is created

by randomly sampling n event mentions.7 We
6We remove no event mention sentences for ACE/ERE.
7To discount the variance of the number of event mentions

record the model performance across a spec-
trum from extremely low resource (n = 10) to
moderate resource (n = 1200) settings.

• Few-shot (FS): Training data is curated by sam-
pling n event mentions uniformly across all
events. This sampling strategy avoids biases to-
wards high data events and assesses the model’s
ability to perform well uniformly across events.
We study the model performance from one-shot
(n = 1) to five-shot (n = 5).

Unseen Event Data: The second setting focuses
on the scenario when there is no annotation avail-
able for the target events. This helps test models’
ability to generalize to unseen events and argument
roles. We propose two test suites:
• Zero-shot (ZS): The training data comprises the

top m events with most data, where m varies
from 1 to 10.8 The remaining 105 events are
used for evaluation.

• Cross-type Transfer (CTT): We curate a train-
ing dataset comprising of events of a single ab-
straction category (e.g. Scenario), while the test
dataset comprises events of all other abstrac-
tion types. This test suite also assesses models’
transfer learning strength.
Data statistics for these suites are presented

in Appendix A.2. For each setup, we sample 5
different datasets9 and report the average model
performance to account for the sampling variation.

5 Experimental Setup

We evaluate the generalizability of various EAE
models on GENEVA. We describe these models in
§ 5.1 and the evaluation metrics in § 5.2.

5.1 Benchmarked Models
Overall, we benchmark six EAE models from vari-
ous representative families are described below. Im-
plementation details are specified in Appendix G.

Classification-based models: These traditional
works predict arguments by learning to trace the
argument span using a classification objective. We
experiment with three models: (1) DyGIE++ (Wad-
den et al., 2019), a traditional model utilizing multi-
sentence BERT encodings and span graph propaga-
tion. (2) OneIE (Lin et al., 2020), a multi-tasking

per sentence, we create the sampled training data such that
each of them has a fixed number of n event mentions.

8We sample a fixed 450 sentences for training to remove
the variance of dataset size for different m.

9All datasets will be released for reproducibility purpose.
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objective-based model exploiting global features
for optimization. (3) Query&Extract (Wang et al.,
2022a) utilizing the attention mechanism to extract
arguments from argument role queries.

Question-Answering models: Several works for-
mulate event extraction as a machine reading com-
prehension task. We consider one such model - (4)
BERT_QA (Du and Cardie, 2020), a BERT-based
model leveraging label semantics using a question-
answering objective. In order to scale BERT_QA
to the wide range of argument roles, we generate
question queries of the form “What is {arg-name}?”
for each argument role {arg-name}. (5) TE (Lyu
et al., 2021), a zero-shot transfer model that utilizes
an existing pre-trained textual entailment model to
automatically extract events. Similar to BERT_QA,
we design hypothesis questions as “What is {arg-
name}?” for each argument role {arg-name}.

Generation-based models: Inspired by great
strides in natural language generation, recent works
frame EAE as a generation task using a language-
modeling objective. We consider two such models:
(6) TANL (Paolini et al., 2021), a multi-task lan-
guage generation model which treats EAE as a
translation task. (7) DEGREE (Hsu et al., 2022b),
an encoder-decoder framework that extracts event
arguments using natural language input prompts.
Automating DEGREE: DEGREE requires human
effort for manually creating natural language
prompts and thus, can not be directly deployed
for the large set of event types in GENEVA. In our
work, we undertake efforts to scale up DEGREE by
proposing a set of automated refinements. The first
refinement automates the event type description as
“The event type is {event-type}" where {event-type}
is the input event type. The second refinement au-
tomates the event template generation by splitting
each argument into a separate self-referencing mini-
template “The {arg-name} is some {arg-name}"
where {arg-name} is the argument role. The final
event-agnostic template is a simple concatenation
of these mini-templates. We provide an illustration
and ablation of these automated refinements for
DEGREE in Appendix B.

5.2 Evaluation Metrics

Following the traditional evaluation for EAE tasks,
we report the micro F1 scores for argument classi-
fication. To encourage better generalization across
a wide range of events, we also use macro F1 score
that reports the average of F1 scores for each event

Figure 6: Model performance in macro F1 (top) and
micro F1 (bottom) scores against the number of training
event mentions (log-scale) for the low resource suite.
Each datapoint is an average of 5 runs.

type. For the limited data test suites, we record a
model performance curve, wherein we plot the F1
scores against the number of training instances.

6 Results

Following § 4.3, we organize the main experi-
mental results into limited training data and un-
seen event data settings. When trained on com-
plete training data, we observe that OneIE and
Query&Extract models achieve poor micro F1
scores of just 30.03 and 40.41 while all other mod-
els achieve F1 scores above 55. This can be at-
tributed to the inability of their model designs to
effectively handle overlapping arguments.10 Due
to their inferior performance, we do not include
OneIE and Query&Extract in the benchmarking
results. We present the full results in Appendix H.

6.1 Limited Training Data
Limited training data setting comprises of the low
resource and the few-shot test suites. We present
the model benchmarking results in terms of macro
and micro F1 scores for the low resource test suite
in Figure 6 and for the few-shot test suite in Fig-
ure 7 respectively. We observe that DEGREE out-
performs all other models for both the test suites
and shows superior generalizability. In general, we
observe that generation-based models show better

10One key attribute of GENEVA is that arguments overlap
with each other quite frequently in a sentence.
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Figure 7: Model performance in macro F1 (top) and
micro F1 (bottom) scores against the number of training
event mentions per event for the few-shot suite. Each
datapoint is an average of 5 runs.

generalization while on the other hand, traditional
classification-based approaches show poor general-
izability. This underlines the importance of using
label semantics for better generalizability. We also
detect a stark drop from micro to macro F1 scores
for TANL and DyGIE++ in the low resource test
suite. This indicates that these models are more
easily biased toward high data events and do not
generalize well uniformly across all events.

6.2 Unseen Event Data

This data setting includes the zero-shot and the
cross-type transfer test suites. We collate the re-
sults in terms of micro F1 scores for both the test
suites in Table 3. Models like DyGIE++ and TANL
cannot support unseen events or argument roles and
thus, we do not include these models in the experi-
ments for these test suites. TE cannot be trained on
additional EAE data, and hence we only report the
pure zero-shot performance of this model.

From Table 3, we observe that DEGREE
achieves the best scores across both test suites
outperforming BERT_QA by a significant margin
of almost 13-15% F1 points. Although TE is not
comparable as it’s a pure zero-shot model (without
training on any data), it’s performance is relatively
super low in both settings. Thus, DEGREE shows
superior transferability to unseen event types and
argument roles.

Model ZS-1 ZS-5 ZS-10 CTT

TE∗ 7.54 7.54 7.54 6.39
BERT_QA 5.05 21.53 24.24 11.17
DEGREE 24.06 34.68 39.43 27.9

Table 3: Model performance in micro F1 scores for the
zero-shot (ZS) and cross-type transfer (CTT) test suites.
ZS-1, ZS-5, and ZS-10 indicate 1, 5, and 10 event types
for training respectively. Each datapoint is an average
of 5 runs. ∗Not directly comparable as TE doesn’t train
on any data.

Passage: Assistance in the establishment of a factory to assemble the 
DPRK Scud variant missiles .
Event: creating. Trigger: The event trigger word is establishment
Query: The created entity is some created entity. The creator is some 
creator. The cause is some cause.
Output: created entity is of a factory. The creator is some creator. The 
cause is some cause.

Passage: And , despite Akbar Etemad ' s beliefs , the Western intelligence 
community had long suspected that the Shah ' s nuclear scientists 
conducted research into military applications .
Event: action. Trigger: The event trigger word is conducted
Query: The domain is some domain. The manner is some manner. The 
agent is some agent. The act is some act.
Output: The domain is some domain. The manner is some manner. The 
agent is the Shah ' s nuclear scientists. The act is research into military 
applications. 

...In-context Examples Test Example
Passage: In the case of North Korea , determining the status of its nuclear 
weapons program is especially difficult .
Event: confronting problem. Trigger: The event trigger word is difficult
Query: The activity is some activity. The experiencer is some experiencer.

Figure 8: Illustration of the prompt used for evaluating
GPT3.5-turbo. We provide 5 in-context examples (solid
yellow) and provide the test example (dashed green).

7 Analysis

In this section, we provide analyses highlight-
ing the various new challenges introduced by
GENEVA. We discuss the performance of large
language models, the introduction of non-entity ar-
gument roles, and model performance including
Time and Place argument roles.

7.1 Large Language Model Performance

Recently, there has been an advent of Generative
AI in the form of Large Language Models (LLMs)
like GPT-3 (Brown et al., 2020), GPT-4, PaLM
(Chowdhery et al., 2022), Code4Struct (Wang et al.,
2022b), and many more. We evaluate one of these
models GPT3.5-turbo on the task of EAE on the
zero-shot test suite of GENEVA11. More specifi-
cally, we provide 5 in-context examples from top-
10 events and evaluate test examples from the re-
maining 105 events. Our GPT-prompt template
follows the DEGREE template wherein model re-

11Since we can’t fine-tune LLMs on known event types, this
is not the most fair comparison, but the closest one possible.
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LR-400 ZS-10
GENEVA ACE GENEVA ACE

BERT_QA 33 - 24.2 46.7∗

DEGREE 49.9 57.3∗ 39.4 53.3∗

Table 4: Model performance in micro F1 for BERT_QA
and DEGREE for low resource with 400 training
mentions (LR-400) and zero-shot with 10 training
events (ZS-10) test suites across GENEVA and ACE.
∗Reported from Hsu et al. (2022a).

places placeholders with arguments if present, else
copies the original teample. An illustration is pro-
vided in Figure 8.

Despite the strong generation capability,
GPT3.5-turbo achieves a mere 22.73 F1 score
while DEGREE achieves 24.06 and 39.43 F1
scores in the ZS-1 and ZS-10 test suites respec-
tively. Although these scores aren’t directly
comparable, it shows how GENEVA is quite chal-
lenging for LLMs in the zero-shot/few-shot setting.

7.2 New Challenge of Non-entity Roles
In Table 4, we show the model performances of
BERT_QA and DEGREE on GENEVA and ACE
under similar benchmarking setups. We note how
both models exhibit relatively poor performance
on GENEVA (especially the zero-shot test suite).
To investigate this phenomenon, we break down
the model performance based on entity and non-
entity argument roles and show this analysis in
Table 5. This ablation reveals a stark drop of 10-
14% F1 points across all models when predicting
non-entity arguments relative to entity-based argu-
ments. This trend is observed consistently across
all different test suites as well. We can attribute
this difference in model performance to non-entity
arguments being more abstract and having longer
spans, in turn, being more challenging to predict
accurately. Thus, owing to a significant 37% non-
entity argument roles, GENEVA poses a new and
interesting challenge for generalization in EAE.

7.3 GENEVA with Time and Place
In the original GENEVA dataset, we filtered super
generic argument roles, but some of these roles like
Time and Place are key for several downstream
tasks. We include Time and Place arguments in
GENEVA12 and provide results of the models on
the full dataset in Table 6. Compared to original
GENEVA results in the same setting, we observe

12We release this data for future development

Entity Non-entity ∆

DEGREE 54.46 39.89 14.57
TANL 52.54 42.4 10.14
BERT_QA 36.71 24.86 11.85

Table 5: Breakdown of micro F1 scores into the entity
and non-entity arguments for DEGREE, TANL, and
BERT_QA models on the low resource setting with 400
training mentions. ∆ denotes the difference.

Model Micro F1 Macro F1

BERT_QA 52.97 50.16
DyGIE++ 65.03 54.85
TANL 71.17 65.18
DEGREE 59.74 59.20

Table 6: Model performance in micro F1 and macro
F1 scores for the full GENEVA dataset with Time and
Place arguments.

a slight dip in the model performance owing to
the addition of extra arguments. Overall, the trend
is similar where TANL performs the best and we
observe better generalization in terms of macro F1
performance.

7.4 Discussion
Overall, our generalizability benchmarking reveals
various insights. First, generation-based models
like DEGREE exhibit strong generalizability and
establish a benchmark on our dataset. Second,
macro score evaluation reveals how models like
TANL and DyGIE++ can be easily biased toward
high-data events. Finally, we show how GENEVA
poses a new challenge in the form of non-entity
arguments, encouraging further research for im-
proving generalization in EAE.

8 Conclusion and Future Work

In our work, we exploit the shared relations be-
tween SRL and EAE to create a new large and di-
verse event argument ontology spanning 115 event
types and 220 argument roles. This vast ontol-
ogy can be used to create larger and more compre-
hensive resources for event extraction. We utilize
this ontology to build a new generalizability bench-
marking dataset GENEVA comprising four distinct
test suites and benchmark EAE models from var-
ious families. Our results inspire further research
of generative models for EAE to improve general-
ization. Finally, we show that GENEVA poses new
challenges and anticipate future generalizability
benchmarking efforts on our dataset.
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Limitations

We would like to highlight a few limitations of
our work. First, we would like to point out that
GENEVA is designed to evaluate the generalizabil-
ity of EAE models. Although the dataset contains
event type and event trigger annotations, it can
only be viewed as a partially-annotated dataset if
end-to-end event extraction is considered. Sec-
ond, GENEVA is derived from an existing dataset
FrameNet. Despite human validation efforts, there
is no guarantee that all possible events in the sen-
tence are exhaustively annotated.

Ethical Consideration

We would like to list a few ethical considerations
for our work. First, GENEVA is derived from
FrameNet which comprises of annotated sentences
from various news articles. Many of these news
articles cover various political issues which might
be biased and sensitive to specific demographic
groups. We encourage careful consideration for uti-
lizing this data for training models for real-world
applications.
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A Additional Analysis of GENEVA

A.1 Event Type Distribution for GENEVA
We show the distribution of event mentions per
event type for GENEVA in Figure 9. We observe
a highly skewed distribution with 44 event types
having less than 25 event mentions. Furthermore,
93 event types have less than 100 event mentions.
We believe that this resembles a more practical
scenario where there is a wide range of events with
limited event mentions while a few events have a
large number of mentions.

Figure 9: Distribution of event types by the number of
event mentions in GENEVA.

A.2 Data Statistics for different
benchmarking test suites

We present the data statistics for the various test
suites in Table 7. For the training set of the low
resource and few-shot test suites (indicated by ∗
in Table 7), we sample a smaller training set (as
discussed in Section 4.3). For the zero-shot setup,
the top 10 event types contribute to a large pool
of 1, 889 sentences. For the test suites, a fixed
number of 450 and 115 sentences are sampled for
the training and the development set (indicated by
+ in Table 7) from this larger pool of data.

LR/FS ZS CTT

# Train Sentences 1, 967∗ 450+ 268
# Dev Sentences 778 115+ 66
# Test Sentences 928 1, 784 3, 339

Table 7: Data statistics of the number of test sentences
for the different benchmarking test suites. Here, LR:
Low Resource, FS: Few-shot, ZS: Zero-shot, CTT:
Cross-Type Transfer. ∗ and + indicate that certain sam-
pling is done for creating these datasets. More details
are provided in the text.

A.3 Event Ontology Organization
The broad set of event types in GENEVA can be
organized into a hierarchical structure of abstract

event types. Adhering to the hierarchical tree struc-
ture introduced in MAVEN, we show the corre-
sponding organization for event types in GENEVA
in Figure 15. The organization mainly assumes
five abstract event categories - Action, Change,
Scenario, Sentiment, and Possession. The most
populous abstract type is Action with a total of 53
events, while Scenario abstraction has the lowest
number of 9 events.

We also study the distribution of event mentions
per event type in Figure 15 where the bar heights
are indicative of the number of event mentions for
the corresponding event type (heights in log-scale).
We observe that the most populous event is State-
ment which falls under the Action abstraction. On
the other hand, the least populous event is Recover-
ing which belongs to the Change abstraction.

GENEVA comprises of a diverse set of 115 event
types and it naturally shares some of these with
the ACE dataset. In Figure 15, we show the ex-
tent of the overlap of the mapped ACE events in
the GENEVA event schema (text labels colored in
red).13 We can observe that although there is some
overlap between the datasets, GENEVA brings in
a vast pool of new event types. Furthermore, most
of the overlap is for the Possession and Action
abstraction types.

A.4 Dataset Examples

We provide some examples of annotated sentences
from the GENEVA dataset in Figure 10. We indi-
cate the abstract event type in braces and cover an
example from each abstraction.

B Automated Refinements for DEGREE

B.1 DEGREE

DEGREE is an encoder-decoder based generative
model which utilizes natural language templates as
part of input prompts. The input prompt comprises
of three components - (1) Event Type Description
which provides a definition of the given event type,
(2) Query Trigger which indicates the trigger word
for the event mention, and (3) EAE Template which
is a natural sentence combining the different argu-
ment roles of the event. We illustrate DEGREE
along with an example of its input prompt design
in Figure 11.

13We only show the events that could be directly mapped
from ACE to GENEVA. Note that this overlap is not exhaus-
tively complete. Furthermore, the mapping can be many-to-
one and one-to-many in nature.
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Sentence
Event Type
(Abstract)

Event 
Trigger Arguments

Timothy McVeigh , who perpetrated the April 1995 bombing of the 
federal building in Oklahoma City , was not a member of a Patriot 
organization but identified strongly with the anti - government 
community of belief .

Committing_crime
(Action) perpetrated

Perpetrator: Timothy McVeigh
Crime: the April 1995 bombing of the 
federal building in Oklahoma City

Canadian companies sent $28.5 billion in goods to the United States 
in February , up 1.6% from January revised level , while they imported 
$20.9 billion worth , up 2.4% .

Sending
(Possession) sent

Sender: Canadian companies
Theme: $28.5 billion in goods
Recipient: United States

With rail service in place and forty blocks of private property , it was 
ready to become a real town .

Becoming
(Change) become Entity: it

Final_category: a real town

Our police work ends , but our legal work begins . Process_start
(Scenario) begins Event: our legal work

The US administration calls for a total embargo on nuclear technology 
to Iran , and urges other nuclear suppliers , including the PRC , to 
take similar action ( 6847 ) .

Convincing
(Sentiment) urges

Speaker: The US administration
Addressee: other nuclear suppliers , 
including the PRC
Content: to take similar action

Figure 10: Illustration of example annotations from the GENEVA dataset for various different abstract types.

Encoder Decoder

Passage Prompt[SEP]

Output Text

Event Type
Description The event is related to employment, jobs or paid work.

Query Trigger The event trigger word is job.

EAE Template Some person works at some organization as some position.

Louise works at Google as engineer.
Output Text

Prompt

Louise has a job of an engineer at Google.
Passage

Figure 11: Model architecture of DEGREE (top half)
and an illustration of a manually created prompt for the
event type Employment (bottom half).

Event Type
Description The event type is employment.

Query Trigger The event trigger word is job.

EAE Template The employer is some employer. The employee is some 
employee. The position is some position.

The employer is Google. The employee is Louise. The position is engineer.
Output Text

Prompt

Figure 12: An illustration of an automatically generated
prompt by DEGREE for the event type Employment.

Despite the superior performance of DEGREE

in the low-data setting, it can not be directly de-
ployed on GENEVA. This is because DEGREE re-
quires manual human effort for the creation of in-
put prompts for each event type and argument role
and can’t be scaled to the wide set of events in
GENEVA. Thus, there is a need to automate the
manual human effort to scale up DEGREE.

B.2 Automated Refinements

DEGREE requires human effort for two input
prompt components - (1) Event Type Description
and (2) EAE Template. We describe the automated
refinements in DEGREE for these components be-
low.

Automating Event Type Description Event
type description is a natural language sentence de-
scribing the event type. In order to automate this
component, we propose a simple heuristic that cre-
ates a simple natural language sentence mentioning
the event type - “The event type is {event-type}.",
as illustrated in Figure 12.

Automating EAE Template EAE template gen-
eration in DEGREE can be split into two subtasks,
which we discuss in detail below.

Argument Role Mapping: This subtask maps
each argument role to a natural language place-
holder phrase based on the characteristics of the
argument role. For example, the argument role
Employer is mapped to “some organization” in
Figure 11. For automating this mapping pro-
cess, we propose a simple refinement of self-
mapping, which maps each argument role to a self-
referencing placeholder phrase “some {arg-name}”,
where {arg-name} is the argument role itself. For
example, the argument role Employer would be
mapped to “some employer”. We illustrate an ex-
ample of this heuristic in Figure 12.

Template Generation: The second subtask re-
quires generating a natural sentence(s) using the
argument role-mapped placeholder phrases (as
shown in Figure 11). To automate this subtask,
we create an event-agnostic template composed of
argument role-specific sentences. For each argu-
ment role in the event, we generate a sentence of
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Original Automated
DEGREE DEGREE

ACE Dataset 73.5 72.7

Table 8: Model Performance in terms of F1 score for
DEGREE and DEGREE on the ACE dataset.

the form “The {arg-name} is {arg-map}.” where
{arg-name} and {arg-map} is the argument role and
its mapped placeholder phrase respectively. For
example, the sentence for argument role Employer
with self-mapping would be "The employer is some
employer.". The final event-agnostic template is
a simple concatenation of all the argument role
sentences. We provide an illustration of the event-
agnostic template in Figure 12.

B.3 Ablation Study

In our work, we introduce automated refinements
for scaling DEGREE for GENEVA. We provide an
ablation study for these automated refinements (Au-
tomated DEGREE) on the ACE dataset in Table 8.
We observe that the automated DEGREE almost
at-par with DEGREE with a minor difference of
only 0.8% F1 points.

C Impact of Pre-training

In this section, we explore the impact of pre-
training models on the generalizability evaluation.
We consider DEGREE and BERT_QA, pre-train
them on the ACE dataset and show the model per-
formance on low resource test suite in Figure 13.

We observe that pre-training helps model per-
formance by 5-10% F1 points, and naturally in
the low-data regime. But the gains diminish
and are almost negligible as the number of train-
ing event mentions increases. In terms of zero-
shot performance of the pre-trained models, DE-
GREE achieves a micro F1 score of 12.83% and
BERT_QA achieves a score of 6.82% respectively.
Poor zero-shot performance and diminishing per-
formance gains indicate that GENEVA is distribu-
tionally distinct from ACE, which makes it chal-
lenging to achieve good model performance on
GENEVA merely via transfer learning.

D Case Study: Is ACE diverse enough?

We conduct a case study to analyze how the limited
diversity of ACE can affect the generalizability of
EAE models. We compare the performance of two
models with different initializations - (1) DEGREE

Figure 13: Model performance in macro F1 (top) and
micro F1 (bottom) scores against the number of training
event mentions (log-scale) for the low resource suite.
Here we majorly compare the impact of pre-training on
the model performance.

Abstract Scratch Pre-Trained ∆
Event Type Model Model

Action 35.48 38.93 3.45
Possession 45.65 50.63 4.98
Change 38.5 43.4 4.9
Sentiment 49.37 51.55 2.18
Scenario 30.87 34.59 3.72

Table 9: Model Performance in micro F1 on zero-shot
with 10 event types split by abstract event types for (1)
DEGREE with no pre-training (Scratch Model), and (2)
Pre-Trained DEGREE on ACE (Pre-Trained Model). ∆:
model performance difference.

pre-trained on the ACE dataset and (2) DEGREE
with no pre-training - on the zero-shot with 10
event types benchmarking setup. We dissect the F1
scores into different abstract event types and show
the results in Table 9.

We observe that pre-training yields major im-
provements for the abstractions of Action, Posses-
sion, and Change - which are well-represented in
ACE. On the other hand, we observe lower perfor-
mance improvement for the abstractions of Sen-
timent and Scenario - which are not represented
in ACE. This trend clearly shows that the lack of
diversity in ACE restricts the models’ ability to
generalize well to out-of-domain event types. We
also highlight the significance of GENEVA as its
diverse evaluation setup helps analyze these trends.
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ANNOTATION INSTRUCTIONS
Event:  An event includes a class attribute with values such as occurrence, state, or reporting.
Event Arguments: Event participants that provide some event-centric information. We will try to make a sentence with frame element describing the event to consider it as a participant. If two frame elements are similar, we'll merge them and mark the more specific 
one as the event argument. We will remove frame elements which are super generic / present in most frames (e.g. Time, Place, Manner, Degree, Purpose, Explanation, Means); but we might want to include them if they are salient to the current event.
Entities: Some object in the world. We mark a frame element as entity if it's highly probable to be entity (and/or short noun phrase). We mark only those frame elements as entities which have been marked as event arguments.
 
Schema for frame element (FE) annotation (Is Event Argument?):
0: Not argument role              1: Argument role                            2: Merge. Add name of parent FE. If multiple FEs with same name, mark only one as 1 and others as 2. Do not mark entity for these elements.                            3: Ambiguous

Schema for entity annotations (Is Entity?): Only for frame elements mapped as argument roles
0: Not entity                                         1: Entity

Extra Tips:
Refer to examples if in doubt
Event Ontology Calibration Instructions:
- Flag if certain frames don't look like events
- Flag if certain frame merging looks incorrect based on argument roles

INPUT DATA ANNOTATIONS

Event Name Frame Name Frame Element Description
Is Event 
Argument?

Merged 
Argument Is Entity?

InstitutionalizationInstitutionalization

A Patient is committed to the care of a medical Facility by a proper Authority. Regardless of whether the Patient 
agrees or does not agree with their placement in the Facility, the Authority judges that it is in the best interest of the 
Patient or his environment that the Patient receive treatment in the Facility.

Time The time interval during which the institutionalization happens.
Depictive This FE describes a participant of the institutionalization as being in some state during the action.
Place The location in which the Facility is situated.
Patient The person who is committed to a facility with a view towards helping them mentally or physically.

Figure 14: Figure illustrating the annotation process for EAE ontology creation. At the top, we present the annotation
instructions. In the second bottom half, we show how the input data is presented along with fields for annotations.

E Human expert annotation for EAE
ontology creation

Figure 14 present the annotation instructions and
example input data for the human expert annotation
process used for event argument ontology creation.

F Human validation for GENEVA

We provide an example of the annotation setup
used for the Ontology Quality Assessment as part of
GENEVA validation process in Table 10. Similarly,
we provide the annotation setup and some examples
for the Annotation Comprehensiveness Assessment
in Table 11.

G Implementation Details

In this section, we provide details about the experi-
mental setups and training details for various EAE
models we mentioned in our work.

G.1 DEGREE

We closely follow the training setup by DEGREE

for training the DEGREE models. We run experi-
ments for DEGREE on a NVIDIA GeForce RTX
2080 Ti machine with support for 8 GPUs. We
present the complete range of hyperparameter de-
tails in Table 12. We deploy early stopping criteria
for stopping the model training.

G.2 BERT_QA

We mostly follow the original experimental setup
and hyperparameters as described in Du and Cardie
(2020). We use BERT-LARGE instead of the orig-
inal BERT-BASE to ensure that the PLMs are of
comparable sizes for DEGREE and BERT_QA. We
run experiments for this model on a NVIDIA A100-
SXM4-40GB machine with support for 4 GPUs. A

more comprensive list of hyperparameters is pro-
vided in Table 13.

G.3 TANL

We report the hyperparameter settings for the
TANL experiments in Table 14. We make optimiza-
tion changes in the provided source code of TANL
to include multiple triggers in a single sentence.
Experiments for TANL were run on a NVIDIA
GeForce RTX 2080 Ti machine with support for 8
GPUs.

G.4 DyGIE++

We report the hyperparameter settings for the Dy-
GIE++ experiments in Table 15. Experiments for
DyGIE++ were run on a NVIDIA GeForce RTX
2080 Ti machine with support for 4 GPUs.

G.5 OneIE

We report the hyperparameter settings for the
OneIE experiments in Table 16. Experiments for
OneIE were run on a NVIDIA GeForce RTX 2080
Ti machine with support for 4 GPUs.

G.6 Query&Extract

We report the hyperparameter settings for the
Query&Extract experiments in Table 17. Experi-
ments for OneIE were run on an NVIDIA GeForce
RTX 2080 Ti machine with support for 4 GPUs.

G.7 TE

We use the original SRL engine and model pro-
vided in the repo for running the TE model. Since
there was no training, we do not change any hyper-
parameters.
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Sentence Event Trigger

Primary Both villages offer good waterfront restaurants with homestyle Chinese food,
principally seafood fresh from the tank.

offer

Candidate 1 It gives an overview of Macau’s history and its daily life and traditions. gives
Candidate 2 He should do more to reduce tax rates on wealth and income, in recognition of

the fact that those cuts yield higher, not lower, revenues.
revenues

Table 10: Example for the human validation setup for ontology quality assessment.

Sentence Event Event Annotated Unannotated
Trigger Arguments Arguments

The attackers were environmental terrorists up-
set about a new industry coming to town .

Attack attackers Assailant: environ-
mental terrorists

Means, Victim,
Weapon

United States Helps Uzbekistan Secure Dan-
gerous Nuclear Materials : Energy agency an-
nounces completion of secret uranium transfer
back to Russia

Assistance Helps Helper: United States
Goal: Secure Danger-
ous Nuclear Materials

Benefited_party, Fo-
cal_entity, Means

Table 11: Examples for the human validation setup for annotation comprehensiveness assessment.

PLM BART-Large
Training Batch Size 6
Eval Batch Size 12
Learning Rate 1× 10−5

Weight Decay 1× 10−5

# Warmup Epochs 5
Gradient Clipping 5
Max Training Epochs 50
# Accumulation Steps 1
Beam Size 1
Max Sequence Length 200
Max Output Length 150

Table 12: Hyperparameter details for DEGREE model.

H Complete Results

In this section, we present the exhaustive set of
results for each of the runs for the different bench-
marking suites. We show the results for the low
resource and few-shot setting are shown in Fig-
ures 16 and 17 respectively. Figure 18 displays
the results for the zero-shot and cross-type transfer
settings.

PLM BERT-Large
Training Batch Size 12
Eval Batch Size 8
Learning Rate 1× 10−5

# Training Epochs 50
# Evaluations per Epoch 5
Max Sequence Length 300
Max Answer Length 50
N-Best Size 20

Table 13: Hyperparameter details for BERT_QA model.

PLM T5-Base
Training Batch Size 8
Eval Batch Size 12
Learning Rate 5× 10−4

# Training Epochs 20
Evaluation per # Steps 100
Max Sequence Length 256
# Beams 8

Table 14: Hyperparameter details for TANL model.

PLM BERT-Large
Training Batch Size 6
Eval Batch Size 12
Learning Rate 2× 10−5

# Training Epochs 200
Evaluation per # Epoch 1
Max Sequence Length 175
# Beams 8

Table 15: Hyperparameter details for DyGIE++ model.
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PLM BERT-Large
Training Batch Size 6
Eval Batch Size 12
Learning Rate 1× 10−5

# Training Epochs 150
Evaluation per # Epoch 1
Max Sequence Length 175
# Beams 8

Table 16: Hyperparameter details for OneIE model.

PLM BERT-Large
Training Batch Size 16
Eval Batch Size 16
Learning Rate 5× 10−5

Weight Decay 0.001
# Training Epochs 5
Evaluation per # Epoch 10
Entity Embedding Size 100

Table 17: Hyperparameter details for Query&Extract
model.
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Figure 15: Circular bar plot for the various event types present in the GENEVAdataset organized into abstract event
types. The height of each bar is proportional to the number of event mentions for that event (height is in log-scale).
Bar labels colored in red are the set of overlapping event types mapped from the ACE dataset.
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Model
LR-10 LR-25 LR-50 LR-100 LR-200 LR-400 LR-1200 Full Training

Micro Macro Micro Macro Micro Macro Micro Macro Micro Macro Micro Macro Micro Macro Micro Macro

DEGREE

2.64 2.53 12.43 9.98 23.47 23.95 28.31 26.79 41.57 39.14 51.80 50.81 61.35 60.85 62.19 62.26
2.02 1.76 10.69 8.41 22.50 18.71 32.06 28.65 43.34 42.47 51.82 49.89 58.98 59.82 61.23 61.46
2.13 1.78 13.48 12.21 21.04 19.59 32.53 30.55 44.27 43.89 44.85 41.81 61.49 61.12 62.44 62.12
5.77 6.67 7.96 6.68 14.99 13.59 31.89 30.14 40.94 37.58 51.42 50.15 62.38 62.29 61.90 61.14
2.33 1.67 13.86 12.45 23.09 19.09 37.03 34.91 43.79 43.03 49.84 49.41 60.69 59.72 62.51 62.98
2.98 2.88 11.68 9.95 21.02 18.99 32.36 30.21 42.78 41.22 49.95 48.41 60.98 60.76 62.05 61.99

BERT_QA

3.16 1.32 5.23 4.02 12.67 11.95 19.92 17.39 22.77 19.63 29.87 26.80 49.64 46.42 53.91 52.58
1.89 1.24 6.89 5.41 11.79 8.70 17.99 14.32 26.96 23.76 34.50 30.49 48.51 46.46 54.14 52.57
0.80 0.26 3.33 1.89 11.13 9.25 16.65 13.06 26.79 24.28 36.25 32.38 50.95 49.67 53.88 52.30
4.53 3.74 5.92 5.06 7.70 6.27 16.94 13.19 21.82 19.08 30.83 26.08 49.03 46.18 54.20 52.60
1.13 0.96 8.76 5.95 9.38 7.34 15.30 13.29 27.24 23.84 33.70 30.31 48.61 46.01 55.40 53.29
2.30 1.50 6.03 4.47 10.53 8.70 17.36 14.25 25.12 22.12 33.03 29.21 49.35 46.95 54.31 52.67

TANL

1.74 0.91 6.59 2.54 8.76 4.51 22.19 13.25 28.93 17.60 48.66 36.43 64.52 52.74 70.97 64.32
0.82 0.71 3.21 1.77 17.84 9.31 20.69 12.19 29.78 18.83 50.10 36.93 65.27 55.38 72.69 67.17
0.80 0.12 4.88 2.86 6.67 4.20 13.50 7.31 40.37 28.72 47.98 33.00 66.27 57.65 71.49 65.51
1.84 0.90 4.12 2.59 6.96 4.06 16.04 8.36 32.63 18.32 50.11 36.19 64.14 54.03 71.78 65.09
1.43 0.28 6.30 3.06 14.87 7.78 22.91 12.07 23.16 13.53 50.23 36.53 66.64 55.83 70.79 64.55
1.33 0.58 5.02 2.56 11.02 5.97 19.07 10.64 30.97 19.40 49.42 35.82 65.37 55.13 71.54 65.33

DyGIE++

0.00 0.00 0.91 0.60 1.80 2.21 5.65 4.68 13.39 8.77 28.73 18.95 57.74 46.13 65.88 56.28
0.11 0.04 0.39 0.13 4.22 2.56 5.90 4.42 13.98 9.87 31.69 22.18 56.18 47.37 66.53 56.52
0.01 0.01 0.84 0.35 1.61 1.22 5.98 5.08 17.53 12.24 27.32 18.08 58.07 47.40 66.26 55.28
0.06 0.22 0.19 0.14 1.93 1.91 9.70 5.44 13.56 8.02 29.79 18.20 56.73 47.26 65.29 54.95
0.00 0.00 0.00 0.00 4.28 1.79 7.64 5.21 14.49 9.31 28.21 18.72 57.11 43.63 65.31 54.21
0.04 0.05 0.47 0.24 2.77 1.94 6.97 4.97 14.59 9.64 29.15 19.23 57.17 46.36 65.85 55.45

OneIE

30.02 22.44
30.53 22.14
29.16 21.00
30.12 22.82
30.30 22.74
30.03 22.23

Query and 
Extract

40.70 32.25
40.52 32.04
40.02 32.47
40.41 32.25

Figure 16: Complete set of results of the 5 different runs for all models for the low resource test suite. Here Micro is
the micro F1 score and Macro is the macro F1 score. LR-XX denotes low resource with XX training mentions.
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Model
FS-1 FS-2 FS-3 FS-4 FS-5

Micro Macro Micro Macro Micro Macro Micro Macro Micro Macro

DEGREE

28.69 29.11 44.58 45.08 47.46 49.95 52.69 55.38 53.71 57.41
29.73 31.38 41.07 43.34 47.48 52.40 50.96 54.73 54.09 55.88
31.73 31.94 40.61 44.10 49.39 51.03 51.13 54.67 53.82 57.53
30.65 30.84 43.62 46.46 49.34 51.88 51.51 55.07 52.90 58.26
29.77 32.23 44.99 45.74 48.72 51.26 50.39 53.91 55.61 60.05
30.11 31.10 42.97 44.94 48.48 51.30 51.34 54.75 54.03 57.83

BERT_QA

13.87 14.11 23.53 24.84 26.89 28.63 28.30 29.88 37.09 40.72
13.77 14.01 24.31 25.72 21.25 25.03 31.72 34.55 41.29 41.03
16.10 16.26 20.97 22.15 23.35 24.53 32.51 34.34 36.31 39.35
18.20 16.93 25.30 25.61 30.33 31.14 34.09 36.24 34.17 37.85
14.99 15.43 24.62 26.19 29.87 30.82 32.08 33.88 37.65 41.37
15.39 15.35 23.75 24.90 26.34 28.03 31.74 33.78 37.30 40.06

TANL

17.50 12.61 32.73 27.16 44.67 45.55 47.12 45.41 49.36 51.94
15.10 13.11 37.06 34.01 46.09 46.70 40.41 37.66 48.21 46.86
19.91 16.78 34.67 33.42 43.55 41.00 53.49 53.66 54.90 56.89
17.93 15.78 30.28 27.48 35.01 31.56 51.19 50.87 56.16 56.66
14.46 11.31 31.00 27.79 44.19 44.20 51.69 52.05 51.37 54.63
16.98 13.92 33.15 29.97 42.70 41.80 48.78 47.93 52.00 53.40

DyGIE++

5.01 7.86 10.77 15.87 17.79 23.91 23.96 31.37 25.80 36.13
4.87 8.25 12.13 19.03 18.42 27.58 23.01 32.84 24.80 35.95
4.66 7.82 10.30 15.51 16.33 22.76 22.22 31.73 25.73 32.38
6.14 9.03 14.24 18.11 17.62 24.68 20.00 26.77 27.04 36.39
5.20 8.40 12.90 18.53 17.06 25.85 22.28 29.48 27.31 38.33
5.18 8.27 12.07 17.41 17.44 24.96 22.29 30.44 26.14 35.84

Figure 17: Complete set of results of the 5 different runs for all models for the few-shot test suite. Here Micro is the
micro F1 score and Macro is the macro F1 score. FS-X denotes few-shot with X training mentions per event.

Model
ZS-1 ZS-5 ZS-10 CTT

Micro Macro Micro Macro Micro Macro Micro Macro

DEGREE

24.66 24.97 34.42 33.36 41.11 40.49 28.78 30.59
24.91 24.94 35.23 34.79 38.74 40.21 27.51 30.57
23.60 22.90 36.50 35.18 40.42 40.07 28.26 30.53
24.69 23.91 33.25 32.88 38.03 37.89 27.16 30.28
22.42 23.18 34.02 33.72 38.86 39.30 27.78 30.16
24.06 23.98 34.68 33.99 39.43 39.59 27.90 30.43

BERT_QA

4.86 2.92 17.96 15.05 22.80 19.27 12.82 11.94
4.76 2.79 24.35 19.94 25.87 22.97 11.56 10.79
5.72 3.95 19.17 14.95 28.22 25.61 12.59 11.06
3.88 2.50 23.16 19.23 23.13 18.88 14.60 14.19
6.02 3.84 23.02 18.53 21.20 19.26 4.30 3.98
5.05 3.20 21.53 17.54 24.24 21.20 11.17 10.39

Figure 18: Complete set of results of the 5 different runs for all models for the zero-shot (ZS) and cross-type transfer
(CTT) test suite. Here Micro is the micro F1 score and Macro is the macro F1 score. ZS-X denotes zero-shot with X
training events.
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Section 5 and 6

�3 C1. Did you report the number of parameters in the models used, the total computational budget
(e.g., GPU hours), and computing infrastructure used?
Partially in Appendix G

The Responsible NLP Checklist used at ACL 2023 is adopted from NAACL 2022, with the addition of a question on AI writing
assistance.

3685

https://2023.aclweb.org/
https://2022.naacl.org/blog/responsible-nlp-research-checklist/
https://2023.aclweb.org/blog/ACL-2023-policy/
https://2023.aclweb.org/blog/ACL-2023-policy/


�3 C2. Did you discuss the experimental setup, including hyperparameter search and best-found
hyperparameter values?
Appendix G

�3 C3. Did you report descriptive statistics about your results (e.g., error bars around results, summary
statistics from sets of experiments), and is it transparent whether you are reporting the max, mean,
etc. or just a single run?
Section 4

� C4. If you used existing packages (e.g., for preprocessing, for normalization, or for evaluation), did
you report the implementation, model, and parameter settings used (e.g., NLTK, Spacy, ROUGE,
etc.)?
Not applicable. Left blank.

D �3 Did you use human annotators (e.g., crowdworkers) or research with human participants?
Section 3 and 4

�3 D1. Did you report the full text of instructions given to participants, including e.g., screenshots,
disclaimers of any risks to participants or annotators, etc.?
Appendix

� D2. Did you report information about how you recruited (e.g., crowdsourcing platform, students)
and paid participants, and discuss if such payment is adequate given the participants’ demographic
(e.g., country of residence)?
Not applicable. Left blank.

� D3. Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? For example, if you collected data via crowdsourcing, did your instructions to
crowdworkers explain how the data would be used?
Not applicable. Left blank.

� D4. Was the data collection protocol approved (or determined exempt) by an ethics review board?
Not applicable. Left blank.

� D5. Did you report the basic demographic and geographic characteristics of the annotator population
that is the source of the data?
Not applicable. Left blank.
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