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Abstract

Ellipsis is a linguistic phenomenon character-
ized by the omission of one or more sentence el-
ements. Solving such a linguistic construction
is not a trivial issue in natural language process-
ing since it involves the retrieval of non-overtly
expressed verbal material, which might in turn
require the model to integrate human-like syn-
tactic and semantic knowledge. In this paper,
we explored the issue of how the prototypicality
of event participants affects the ability of Lan-
guage Models (LMs) to handle elliptical sen-
tences, and to identify the omitted arguments
at different degrees of thematic fit, ranging
from highly typical participants to semantically
anomalous ones. With this purpose in mind, we
built ELLie, the first dataset composed entirely
of utterances containing different types of ellip-
tical constructions, and structurally suited for
evaluating the effect of argument thematic fit
in solving ellipsis and reconstructing the miss-
ing element. Our tests demonstrated that the
probability scores assigned by the models are
higher for typical events than for atypical and
impossible ones in different elliptical contexts,
confirming the influence of prototypicality of
the event participants in interpreting such lin-
guistic structures. Finally, we conducted a re-
trieval task of the elided verb in the sentence in
which the low performance of LMs highlighted
a considerable difficulty in reconstructing the
correct event.

1 Introduction

A key phenomenon of natural languages is ellipsis,
the omission of a word or phrase that is expected
to occupy a place in the syntactic structure of a
sentence (McShane, 2005).! Elliptical sentences
are usually composed of a standard sentence (aka
antecedent clause) and an elliptical clause, which
is not fully propositional and apparently not well-
formed from a syntactic point of view (Culicover

"Literature tends to distinguish between syntactic and se-
mantic ellipsis. Here we focus on the former type.

and Jackendoff, 2005). Consider the following ex-
ample, where the antecedent is underlined and the
elliptical one is characterized by the verb omission:

(1) The engineer completed the project, but

the student didn’t.

Since ellipsis represents a deviation from the sim-
ple compositional mapping between form and
meaning, elliptical sentences have been the focus of
many studies that seek to investigate how ellipsis is
mentally represented, how the interpretation of the
elided material is recovered, and consequently, how
meaning can arise in the absence of form (Ginzburg
and Sag, 2000; Schwabe and Winkler, 2003; Culi-
cover and Jackendoff, 2006; Jacobson, 2012; Mer-
chant, 2013, 2018; van Craenenbroeck and Tem-
merman, 2018). Over the years, such theoretical
discussions have proven the presence of a structural
parallelism between the two sentence components
through which ellipsis resolution mechanisms can
be activated. Currently, the most popular one is
the indirect licensing mechanism (Culicover and
Jackendoff, 2005) which rejects any kind of hidden
(syntactic) level in the ellipsis site and involves a se-
mantic identity procedure that consists of the recov-
ery of linguistic material in the syntactic structure
of the antecedent which, therefore, becomes rele-
vant not only to the interpretation of the elliptical
clause but also to its syntactic well-formedness.”
Elliptical items (aka orphans) are licensed by this
inter-clause parallelism or by a single lexical li-
censor in the antecedent. In many cases, however,
the establishment of such a co-reference relation
with some contextual elements does not guarantee
the perfect resolution of this syntactic gap and the
speaker must search for a link to a real-world refer-
ent, relying on external event knowledge. For such

2For example, the sentence Peter finished at five, and
Paul ¢ at six can be interpreted by the establishment of a
co-reference between the elided verb in the second conjunct
and finished in the first conjunct.
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reasons, ellipsis resolution is not a trivial task in
human and machine language processing.

The goal of this work is to explore the ability of
LMs to cope with elliptical sentences and to recover
the missing elements. In particular, we investigate
the role of event knowledge in ellipsis resolution.
We focus our attention on verbal ellipsis, and ask
the question whether different degrees of thematic
fit (McRae and Matsuki, 2009), that is the compati-
bility between the omitted verb in the ellipsis site
and its arguments, affect the capacity of a language
model to interpret such linguistic structures. For
example, in (1) there is a high thematic fit in the
antecedent clause between the predicate completed
and the two arguments engineer (as an agent) and
project (as the patient/theme). The thematic fit re-
lation defines a typicality gradient, ranging from
highly typical, preferred arguments to violations of
the selectional restrictions of the verb, at the lower
side of the spectrum. Are thematic fit relations
transferred to elliptical clauses? Are typical verb-
argument combinations somehow facilitating the
job in reconstructing a full semantic representation
when the verb is being omitted?

With those questions in mind, we explore the
issue of how the prototypicality of event partici-
pants affects LMs in handling elliptical sentences,
and whether these models are able to identify the
omitted elements at different degrees of thematic
fit. Our contribution to these issues is the creation
of ELLie,’ the first dataset of elliptical utterances
which is perfectly suited for a dynamic evaluation
of thematic fit since it is composed of sentences that
differ for their filler-argument typicality, ranging
from highly typical to semantic anomalous ones.

The paper is organized as follows. Section 2
discusses previous works in this specific research
area. Section 3 presents the design and structure
of ELLie. In Section 4, we discuss the experiments
conducted with the LMs on ELLie. Section 5 re-
ports and discusses the results, while Section 6
shows how these can lead to further research.

2 Related Work

2.1 Ellipsis in Natural Language Processing

Ellipsis is a relatively understudied problem in
the Natural Language Processing (NLP) literature,
given the difficulty of its resolution and the scarcity

3The dataset and the project are available at
https://github.com/Caput97/ELLie-ellipsis_and_
thematic_fit_with_LMs.git

of benchmarks for the task. However, the phe-
nomenon is widely recognized as an important
source of errors in tasks such as dialogue under-
standing and machine translation (Dzikovska et al.,
2009; Chung and Gildea, 2010). Rgnning et al.
(2018) focused on sluice resolution in English,
that is, the problem of finding antecedents of wh-
fronted ellipsis. They used a Recurrent Neural
Network trained with a multi-tasking approach,
with POS Tagging, chunking, CCG Tagging* and
sentence compression as auxiliary tasks, and re-
ported a consistent reduction of errors due to sluice.
On the same line of research, Hansen and Sg-
gaard (2020) introduced a dataset specifically on
sluices by treating sluice resolution as a question-
answering task. The benchmark includes human
gold annotations for 4, 000 sluices from dialogues
that were collected from conversational question-
answering data.

Aralikatte et al. (2021) further extended the mul-
titask approach by using a BERT-based architec-
ture that was simultaneously trained on a question
answering and a coreference resolution dataset, out-
performing all the other single task and multitask
baseline systems.

Finally, Warstadt et al. (2020) included a section
on elliptical sentences in BLimP, a large benchmark
dataset for evaluating what language models know
about major grammatical phenomena in English. It
consists of 67 sub-datasets each containing 1, 000
minimal pairs which are representative of a partic-
ular grammatical construction and consist of two
minimally different sentences where one is gram-
matically acceptable and the other is not. However,
sentences were structured in order to validate their
correctness in terms of grammatical rules, but not
their semantic plausibility or typicality in relation
to general event knowledge.

2.2 Thematic Fit and Event Knowledge in
Psycholinguistics and in NLP

Thematic fit is a notion introduced in a series of
psycholinguistic studies investigating the effects of
event-based priming in online sentence processing
(McRae et al., 1998; Ferretti et al., 2001; McRae
et al., 2005; Hare et al., 2009). A common finding
of the above-mentioned studies is that, in psycholin-

4CCG stands for Combinatory Categorial Grammar
(Steedman and Baldridge, 2011), a grammatical formalism
relying on combinatory logic. The formalism, which has a
transparent interface between syntax and semantic representa-
tion, is used in several parsing applications.
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guistic tasks, verbs prime their typical arguments
and vice versa. Moreover, typical argument combi-
nations lead to shorter reading times, shorter fixa-
tions in eye-tracking experiments and elicit smaller
N400 amplitudes (Bicknell et al., 2010; Matsuki
et al., 2011), suggesting that the prototypicality of
the event representation comes with a reduced cog-
nitive effort for human understanding. The main
interpretation of such findings is that humans rely
on Generalized Event Knowledge (GEK) for lan-
guage comprehension (McRae and Matsuki, 2009),
which works as a network of reciprocal activations
between events and participants, and that thematic
fit reflects somehow the “strength of activation” be-
tween the elements in this network.

Thematic fit has quickly become a hot topic also
in NLP, and it was tackled either with unsupervised,
vector-based approaches (Erk et al., 2010; Baroni
and Lenci, 2010; Lenci, 2011; Greenberg et al.,
2015a,b; Sayeed et al., 2016; Chersoni et al., 2016;
Santus et al., 2017; Chersoni et al., 2017, 2019,
2020, 2021) or with supervised neural networks
(Tilk et al., 2016; Hong et al., 2018; Zhang et al.,
2019b,a; Marton and Sayeed, 2022).

Thematic fit can be estimated for given argu-
ments in a sentence, by computing their typicality
score for the semantic role of the verb given the
arguments already realized in the sentence (e.g.,
the system is asked to output the typicality of the
patient instrument for the verb play, given the agent
musician in The musician played an instrument).
Since the earlier works (Lenci, 2011; Tilk et al.,
2016; Chersoni et al., 2016), the evaluation has
been done by comparing sentence pairs that dif-
fered only for an argument, such that one was typi-
cal and the other was not (e.g., The mechanic fixed
the engine vs. The journalist fixed the engine), and
the system was expected to assign a higher thematic
fit score to the typical one.

A recent work by Pedinotti et al. (2021) simi-
larly tested the ability of Transformer-based LMs
to manage argument typicality in the DTFir dataset
(Vassallo et al., 2018), a benchmark for thematic fit
that covers a wider variety of thematic roles, and
they found that they achieve a performance com-
parable to the best vector space models. However,
their predictions often rely on surface linguistic
features, such as frequency and collocations, and
therefore they have a poor generalization ability
when tested on alternative benchmarks that control
for these factors.

3 The ELLie Dataset

To the best of our knowledge, ELLie is the first
dataset created to explore the complexity of the
ellipsis phenomenon and its relation with thematic
fit. Its structure was conceived to include multiple
types of elliptical constructions, covering different
thematic roles, and with the omitted elements (i.e.,
the verb or the whole verb phrase) having different
degrees of thematic fit with the arguments in the
context. The dataset is useful to investigate to what
extent computational models encode the structured
semantic information necessary for ellipsis resolu-
tion, and use it to make an accurate representation
of the event context.

3.1 Data Preparation

After a preliminary study of the main English
elliptical constructions presented in Culicover and
Jackendoff (2005), we proceeded to create ELLie’s
elliptical sentences. For creating our dataset tuples,
in most cases® we exploited the agent-verb pairs,
triples, and quadruples already present in the DTFit
dataset® (for the typical and atypical condition) in
order to have examples as cognitively grounded as
possible. Differently from DTFit, besides typical
vs. atypical argument conditions, we included also
a semantically anomalous condition, in order to
test whether a violation of selectional preferences’
makes the ellipsis more difficult to reconstruct.

ELLie includes the following elliptical con-
structions presented in Culicover and Jackendoff
(2005):®

* Verb-phrase ellipsis (VP-ellipsis):

The photographer used the camera,
and the reporter did too.

* Do-x anaphora:

The cook washed his hands before
cooking, and so did the doctor be-
fore the surgery."

SThe only exceptions were sluicing/sluice-stranding and a
few other cases of other elliptical constructions.

8DTFir’s role fillers have already been judged by humans
as strongly typical or atypical by using human-elicited typi-
cality ratings (i.e., a 7-point Likert scale).

"We manually checked that such violations do not have
any kind of metaphorical reading and they are totally invalid
from a semantic perspective.

8The examples are taken from the ELLie dataset.
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* Gapping:

"The businessman is reading the re-
port, and the customer the menu."

* Pseudo-gapping:

"The child will drink the coke, and
the student will the coffee."

* Sluicing:

"I know the electrician is checking
something, but I don’t know what."

* Sluice-stranding:’

"The cook flipped the pancake with
something, but I didn’t know what
with."

3.2 Dataset Structure

ELLie is structured into five sub-dataset correspond-
ing to different thematic roles: Agent|py ;). Pa-
tient ;7. 7;c), Instrument 7 7,., Location g, 1),
and Time[ELLie] .

The dataset is organized in blocks of five sen-
tences (i.e., quintuplets), each composed by an an-
tecedent clause and an elliptical part, like in (1).
Each sentence in a block differs from the other
ones only for two elements: the candidate fillers of
a given thematic role in both the antecedent and the
elliptical clauses. These sentences represent five al-
ternatives through which we analyze the typicality
condition of the event’s participants (namely the ar-
gument filler in the antecedent and the elliptical one
selected by the verb) according to different degrees
of thematic fit, including highly typical arguments
(T condition), atypical arguments (AT condition),
up to semantic anomalous ones that violates se-
lectional preferences (SP_v condition). Table 1
contains an example of a quintuplet in ELLie.

The dataset is balanced from a structural point of
view, as we aimed at using an equal number of quin-
tuples for each sub-dataset and, where possible, the
same number of elliptical constructions. The struc-
ture of ELLie is reported in Table 2, while Table
3 shows its composition in terms of the included
elliptical constructions.

°Sluice-stranding is a special case of sluicing in which a
preposition, called stranded preposition, follows the phrase
held by the wh-question. 1t is therefore typically used for the
elliptical semantic role of Instrument

4 Experiments

We used ELLie as an evaluation dataset to test two
Transformer-based LMs and analyze their behavior
with elliptical constructions.

Models. We chose to use two pre-trained models
available in the Transformers library on Hugging
Face, !9 since the main aim of this research was to
identify the knowledge that such language models
had acquired only through pre-training, without
the intervention of fine-tuning.

GPT-2. (Radford et al., 2019) It is a 1.5B
parameter Transformer LM trained with a causal
language modeling objective, which is the task
of predicting a token basing only on the previous
sequence of tokens. It was trained on 8 million
documents (40 GB of data) from WebText. For our
experiments, we used the GPT-2 large version (36
layers, 1024 embedding size).

BERT. (Devlin et al., 2019) It is built around
a series of stacked Transformer encoders and,
unlike GPT, it is an autoencoding model based on
masked language modeling and on a next-sentence
prediction objectives. It means that this model is
trained to predict a randomly-masked word in an
input sentence using both its left and right context.
Therefore, it builds a bidirectional representation
of all the tokens in the sentence. It was trained
on 13GB of data from English Wikipedia and the
BooksCorpus. We chose to use BERT-base-cased
(12 layers, 768 embedding size).

All the analyses were conducted using the
Minicons library!! (Misra, 2022) which is a
high-level wrapper around the transformers library
from Hugging Face. The experiments are divided
into three different tasks.

Task 1: Sentence typicality score

We tested whether models can distinguish the most
typical events from the atypical and/or implausible
ones in elliptic constructions. As this presupposes
that a model is able to identify that the missing
element in the elliptical clause must be identical
to the one overtly expressed in the antecedent, this
task can be regarded as a sort of indirect test of the

19For further references, see Transformer Library doc.
""Minicons  repository: https://github.com/
kanishkamisra/minicons.
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Sentence Condition
The journalist writes an article, and the professor a book. T-T

The journalist writes an article, and the professor a magazine. T - AT
The journalist writes a song, and the professor a book. AT-T
The journalist writes a song, and the professor a magazine. AT - AT
The journalist writes an article, and the professor an apple. T-SP_v

Table 1: Example of a sentence quintuple in Patient|z1 1)

Semantic Role Quintuplets Sentences
Agent 25 125
Patient 25 125
Instrument 25 125
Location 20 100
Time 20 100
Tot. 115 575

Table 2: ELLie Dataset structure.

E. constructions Quintuplets Sentences
VP-ellipsis 22 110

Do-x anaphora 22 110
Gapping 30 150
Pseudo-gapping 31 155
Sluicing! 10 50

Tot. 115 575

! Sluicing class also includes the sluice-stranding
construction.

Table 3: ELLie composition in terms of elliptical
constructions.

models’ ability in ellipsis resolution.

For each sentence in a block we computed its
probability score. Before that, we did a further
preliminary check by carrying out a normalization
based on the number of tokens, to make sure that
the results were not affected by the number of to-
kens into which a sentence is split.!?

Since the two neural models have different train-
ing objectives, sentence probability is computed
differently. In GPT-2, at each step, the probability
of the entire model’s vocabulary is computed for
that position given only the left context. Then, if
the word is included in the model’s vocabulary, its
probability is retrieved. Consequently, sentence
probability is computed using the classical chain
rule formula.

"2The elliptical constructions in the dataset differ for the
sentence length and, within the same quintuplet, the different
role fillers can be split into more than one token by the model
tokenizer (e.g., car vs. hairdresser).

Conversely, Minicons library adopts the
Pseudo-log-likelihood score (PLL) when using
BERT, since the probability of a sentence cannot
be computed using this autoencoding model,
given its bidirectional architecture. This score
is obtained by masking one token at a time,
calculating the token’s probability given its left
and right context, and then summing the log-
probabilities for all the tokens (Salazar et al., 2020).

Task 2: Fillers typicality score

The second task is a double dynamic thematic
fit evaluation and consists in recovering the
probability assigned by the models to the candidate
fillers of the antecedent clause and the elliptical
one. Their typicality score is represented by
this probability value. So, we retrieved the
specific position of each candidate filler analyzing
the tokenization’s results both with the GPT-2
tokenizer and with the BERT one.!> Then, we
retrieved the log-probability for each position for
both the candidate fillers in each of the typicality
conditions and semantic preference violation.'*

Task 3: Elided verb retrieval

As a further experiment, we designed a prompting
task for retrieving the elided verbs of the elliptical
clauses of each utterances, to analyze whether the
models are able to recover and reconstruct the event
context. First, we took all the elliptical utterances
(typical, atypical and anomalous ones) and created
for each of them two prompts to be used with the
models, as shown in (2):1°

13This was done because the two models tokenize sentences
in different ways. So, the position in the sentence of the filler
could change from one model to another.

14Agent[ ELLie] Was not used for GPT-2 computations,
since it is a causal language model and it cannot retrieve any
meaningful probability score for the agent candidate fillers, as
they are at the beginning of the sentence

!5Notice that for BERT the prompt contains both the subject
and the direct object, since a fill-mask task is used to retrieve
only one token at a time and without the direct object BERT
would not be able to retrieve any meaningful word.
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2) a.  Elliptical sentence:

The photographer used the camera,

and the reporter did too.

b.  Prompt GPT-2:
The photographer used the camera,
and the reporter did too. What the re-
porter did was

c. Prompt BERT:
The photographer used the camera,
and the reporter did too. What the re-
porter did was [MASK] the camera.

Then, GPT-2 was evaluated on a text-generation
task and BERT on a fill-mask task. Performance
was measured with verb retrieval accuracy, com-
puted as the number of times the models were able
to retrieve the target verb, which was identified via
regular expressions.

GPT-2 was tested in two different configurations
referring to distinct decoding methods. Both of
them involve the generation of new tokens, but one
exploits GPT’s sampling technique and the other
one does not. In the former configuration, we used
the top-p (nucleus) sampling method, setting the
seed to reproduce the results. We generated the top-
3 sentences in which only tokens with probabilities
that add up to top-p = 0.92 or higher (given the pre-
vious words) are kept for generation. If the target
verb was present in at least one of three generated
sentences, then the model scored an accuracy hit.'6
The other configuration simply retrieved the most
likely sentence doing a greedy search without sam-
pling. We decided to use also this decoding method
because it is the same used by BERT. In addition,
we evaluated GPT-2 performance also in retrieving
the direct object. For the fill-mask task, we masked
instead the target verb in the prompt and took the
most likely words predicted by BERT to replace
that mask.

5 Results and Analysis

We report here the results of the experiments car-
ried out on ELLie.

Figures 1 and 2 show the probability distribution
of sentences in the five candidate filler typicality-
conditions extracted both from GPT-2 (Figure 1)
and BERT (Figure 2). As can be seen from the
two sets of boxplots, the models’ behavior is quite

'6Such an evaluation method might look strict, but we think
it is consistent with the linguistic properties of the ellipsis
phenomenon: the elliptic gap corresponds to an exact copy of
some material in the antecedent clause.

similar: They can assign significantly higher scores
to the T-T condition compared to the conditions
containing an atypical filler (i.e., T-AT, AT-T and
AT-AT) or to the conditions including a selectional
preference violation (T-SP_v). By contrast, both
the models are unable to make a meaningful distinc-
tion between atypical conditions and a selectional
preference violation (T- SP_v). Statistical signif-
icance was assessed with the Kruskal-Wallis test,
followed by a pairwise Wilcoxon test to examine
among which pairs of conditions differences were
statistically significant. This shows that GPT-2 and
BERT apparently cannot distinguish a plausible
(even if atypical) event from an impossible one,
when such events occur in elliptical constructions.
Furthermore, we observe that the patient role is the
most affected one by argument atypicality or by
semantic preference violation among all thematic
roles, as it records the lowest probability scores
(see Table 4). A possible explanation is that mod-
els build a more robust patient prototype, allowing
any kind of atypicality to be more easily detected.
At the other extreme, we observed the biggest diffi-
culty in discriminating between conditions for the
location role.!”

With regards to the second task, Figures 3 and 4
represent the probability distribution of each candi-
date filler for both parts of the sentences. So, each
pair of boxplots represents the fillers probability
distribution in a sentence with that specific typical-
ity conditions (the left plot in a pair corresponds to
the filler in the antecedent clause, the right plot to
the filler in the elliptic part). The results confirm the
ones in the previous task, but this time we notice
that there is also a significant difference between
the atypical levels and those recorded for semantic
preference violations. Moreover, the models are
now successful in identifying the typicality or atyp-
icality of a candidate filler. This is confirmed by
the fact that, regardless of the position of fillers in
the antecedent or the elliptic clause of the sentence,
typical fillers are ranked approximately with the
same probability scores, and the same happens for
atypical ones, as shown in Figures 3 and 4.

The last task proved to be the most interesting

71t should be noticed, however, the activation of typical
locations in event-based priming is quite controversial in the
literature, cf. the experimental results of Ferretti et al. (2007);
Madden-Lombardi et al. (2017) and the modeling study of
Cho et al. (2021). In short, locations seem to be “activated”
in sentence processing and to become salient only when the
event is described as in progress (as in sentences with the main
verb in the imperfective form).
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Figure 1: GPT-2 Sentence probability distribution
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Figure 2: BERT Sentence probability distribution

Agent Patient Instrument Time Location
T- AT -4.650914 -4.825681 -4.391740 -4.660659 -4.308138
AT-T -4.674135 -4.874788 -4.398410 -4.539760 -4.310295
AT - AT  -4.907347 -5.044332 -4.490215 -4.852760 -4.497562
T-SP_v -4.863820 -5.106049 -4.613507 -4.959277 -4.526281

Table 4: Average sentences probability based on filler condition for each semantic role extracted from GPT-2

(Results from BERT are almost the same)

0 ¢ ¢ T ¢
¢ ¢
¢
_57 I
171 ]
~15 )
!
¢
I I I I I I I I I I
[T T] [T AT][AT T] [AT AT] [T SP-v]

Figure 3: Filler probability distribution based on pair-
condition (GPT-2) [blue = T / red = AT / orange = SP_v]

one for us, and the hardest one for the models. Ta-
ble 5 shows the accuracy levels reached by GPT-2
(in both tested configurations) and by BERT. As
can be seen, the scores are very low for both mod-
els. GPT-2 has the worst performance, but BERT
does not achieve acceptable values either, consid-
ering that this model was also facilitated in the
prompt by the presence of the direct object. Such

0 T *
$
. I )
10 I
K2
N
_15 _
N

N

[T T]

[ll“ AT] [AT T] [AT AT] [T SP-v]

Figure 4: Filler probability distribution based on pair-
condition (BERT) [blue = T / red = AT / orange = SP_v]

a problem was then partly confirmed by doing an
additional check on the output of BERT. For each
sentence we ranked the first five predictions follow-
ing a descending order of probability and observed
that 55.8% of the correct answers belonged to rank
1 (i.e., the top prediction according to the model),
but in 32.5% of the cases the correct verb was not
present in any of the five top ranks. These results
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GPT Vys, GPT_dObjys GPT Vo5 GPT_dObjos BERT
T-T 0.24 0.16 0.18 0.16 0.60
T-AT  0.19 0.19 0.13 0.16 0.58
AT-T 022 0.16 0.16 0.16 0.63
AT-AT  0.18 0.19 0.15 0.16 0.56
T-SP_v 0.19 0.22 0.14 0.17 0.43
Tot. 0.20 0.18 0.15 0.16 0.56

Table 5: Verb and direct object retrieval accuracy with GPT-2 nuclues sampling (NS), GPT-2 greedy search (GS)

and BERT.

demonstrate a general difficulty of the models in
reconstructing the implicit event in the elliptical
construction, and this is evident not only with the
recovery of the elided verb but also with that of the
direct object for GPT-2.

However, analyzing the errors made by the mod-
els, we have observed a few cases in which GPT-2
tends to generate verbs that do not perfectly match
the searched verb but still belong to the same do-
main. Consider the following example, where the
model is correctly identifying a plausible activity
for the agent in the antecedent, but not necessarily
for the agent in the elliptical clause:

3) Prompt: The butcher used the knife, and
the soldier did too. What the soldier
did was

GPT-2 answer: to cut the meat into

Correct answer: (to) use the knife

Apparently it might prove that the model really
understood the ellliptic sentence, but it is instead
likely that such LMs still tend to rely on fre-
quent verb-argument co-occurences previously ob-
served during training (fo cut the meat is a typical
verb-object combination given the subject butcher),
rather than constructing and updating contextual
information about an event (see also the error anal-
ysis sections in Rambelli et al. (2020); Pedinotti
et al. (2021), which illustrate similar findings).
These results prove that the prototypicality of
event participants affects the way such linguistic
constructions are managed by the two models. No-
tice that almost all the higher scores both in GPT-
2 (only for verb-retrieval) and BERT correspond
to the typicality condition in which the elliptical
clause contains a typical filler (T-T and AT-T). This
means that models struggle to retrieve the verb
more when the prompt describes an event with
atypical or semantically impossible participants.
Finally, since evidence from prompting tasks
has proved that even minimum changes inside the
prompt could lead to different results, we decided

to conduct a pilot experiment on a subset of cases'®

using the prompts as shown in (4):

“4)

a. Prompt GPT-2:
The photographer used the camera, and the
reporter did too. The reporter

b. Prompt BERT:
The photographer used the camera, and the
reporter did too. The reporter [MASK] the
camera.

The idea is that such a structure should facilitate
the model since we directly present the elliptical
agent without the presence of any indirect inter-
rogative proposition as in (2). Unexpectedly, the
results were quite disappointing: GPT-2 improved
by only 2/3 points compared to the values obtained
over the entire dataset with the previous prompts,
but BERT dropped by 20 points.

5.1 Do LMs Know How to Master Ellipsis?

Ellipsis is a complex phenomenon that has al-
ways been at the center of the debate in theoretical
linguistics (van Craenenbroeck and Temmerman,
2018). The reason of its complexity is that its mas-
tering requires the ability to replace the gap in the
elliptical clause with structural information that
exactly matches a phrase overtly expressed in the
antecedent clause:

5) a. The photographer used the camera,
and the reporter did too
b.  *The photographer used the camera,

and the piano did too

In (5), the expression did too is a signal that the
verb phrase of the elliptic clause is used the camera.
In particular, the reconstructed material must pre-
serve the semantic constraints of its overt “copy”:
(5b) is anomalous because piano violates the selec-
tional preferences of the verb in the antecedent.

BIn particular on the Agent(gr 1) Subset.
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What do LMs know about such key features of
ellipsis? Our experiments suggest that, at least in
the tested models, this knowledge is still quite lim-
ited. The fact that in Task 1 the models are not
able to distinguish between atypical and impossi-
ble sentences is a sign that they cannot reconstruct
correctly the implicit elements from the antecedent.
Since current LMs are quite good at this task when
event typicality and impossibility are tested in main
clauses (Kauf et al., 2022), the problem is likely to
lie in their (in)ability to interpret the elliptic gap.
This is directly confirmed by Task 3, in which mod-
els show a low accuracy in retrieving the missing
element. Even BERT, which is “helped” by an in-
formative prompt including the direct object, is not
able to go beyond 60% of accuracy in the T-T con-
dition, which drops to 43% in the T-SP_v condition.
This difference is revealing of BERT’s difficulty
in dealing with ellipsis. Notice that we can judge
(5b) to be semantically anomalous exactly because
we are able to interpret the missing verb phrase as
being identical to the one in the antecedent. The
fact that the violation of selectional preferences is
instead a confounding element for BERT shows
that the model has not managed to solve the ellip-
tical construction. Like in other cases, the model
behavior seems to be guided more by lexical cues
(e.g., highly frequent events), rather than by gen-
uine linguistic structure.

6 Conclusion

In this paper, we proposed a new framework to
evaluate ellipsis and its relationship with thematic
fit and selectional preferences. We did this by cre-
ating ELLie, the first dataset composed of elliptical
utterances and structurally suited for estimating
the effect of argument thematic fit in solving ellip-
sis. We tested two LMs with a Transformer-based
architecture in three different tasks to understand
whether their ability to process elliptical construc-
tions is affected by argument typicality and event
knowledge. Experimental results suggest a limited
mastery of elliptical sentences and a significant in-
fluence of prototypicality of event’s participants.
Moreover, the tested models greatly struggle to
recover the missing elements of elliptical clauses
and, thus, to reconstruct the whole event context.
Their performance (especially in Task 3) may also
depend on the low occurrence of such construc-
tions in the training corpora, since the ellipsis phe-
nomenon tends to be more frequent in speech than

in writing. Finally, the influence of event typicality
suggests that LMs tend to rely on frequent lexical
co-occurrences, without being able to reconstruct
the implicit syntactic and semantic structure neces-
sary to interpret elliptical sentences.

Limitations and Future directions

The findings reported in this paper have to be seen
in light of some limitations and, therefore, they
just represent a first step. Most of these limita-
tions are related to the ELLie dataset itself. First
of all, though the predicate-argument combinations
used in ELLie come from the DTFit dataset and
were rated by humans, still the elliptical sentences
need human judgements,'® which is one of the
future research direction. Then, the dataset size
is relatively small, especially comparing to other
resources on ellipsis (e.g., the 1000 elliptical sen-
tences of the BLimP dataset). Currently, ELLie was
mainly conceived as an evaluation dataset but it
could be enlarged and become useful for models’
fine-tuning, or for carrying out few-shot learning
experiments via prompting. Moreover, we tested
ELLie only with two popular language models, but
future works should include the comparison with
other systems (e.g., ROBERTa, XLNet, distilled
Transformer models, GPT-3, etc.) or even with
specialized models for ellipsis resolution, to see to
what extent our findings are generalizable.

Concerning the experiments, some changes
could be made in the evaluation of Task 3. First, we
could test the prompts in (4) on the subsets for the
other roles, and look for different prompt structures
to see if this leads to performance changes. We
could also adopt a softer evaluation for this task,
by assessing the output in terms of similarity to the
target answer.

Finally, another limitation is related to the strong
dependence of our results to the language used for
the analysis (i.e., English). From this point of view,
a cross-linguistic study on the elliptical structures
in ELLie could contribute to improve our work
from both a theoretical and practical perspective.
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