Hierarchical Verbalizer for Few-Shot Hierarchical Text Classification

Ke Ji'?; Yixin Lian?, Jingsheng Gao?, Baoyuan Wang?'
!'School of Computer Science and Engineering, Southeast University, China
2 Xiaobing. Al
keji@seu.edu.cn

{lianyixin,

Abstract

Due to the complex label hierarchy and inten-
sive labeling cost in practice, the hierarchical
text classification (HTC) suffers a poor perfor-
mance especially when low-resource or few-
shot settings are considered. Recently, there is
a growing trend of applying prompts on pre-
trained language models (PLMs), which has
exhibited effectiveness in the few-shot flat text
classification tasks. However, limited work has
studied the paradigm of prompt-based learn-
ing in the HTC problem when the training data
is extremely scarce. In this work, we define
a path-based few-shot setting and establish a
strict path-based evaluation metric to further ex-
plore few-shot HTC tasks. To address the issue,
we propose the hierarchical verbalizer ("Hi-
erVerb"), a multi-verbalizer framework treating
HTC as a single- or multi-label classification
problem at multiple layers and learning vec-
tors as verbalizers constrained by hierarchical
structure and hierarchical contrastive learning.
In this manner, HierVerb fuses label hierarchy
knowledge into verbalizers and remarkably out-
performs those who inject hierarchy through
graph encoders, maximizing the benefits of
PLMs. Extensive experiments on three pop-
ular HTC datasets under the few-shot settings
demonstrate that prompt with HierVerb signif-
icantly boosts the HTC performance, mean-
while indicating an elegant way to bridge the
gap between the large pre-trained model and
downstream hierarchical classification tasks. !

1 Introduction

Hierarchical text classification (HTC) is a long-
standing research problem due to the wide range
of real applications (Mao et al., 2019). However,
prior works could still suffer poor performance
in practice due to the nature of its sophisticated
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Figure 1: Ilustration of methods for HTC problems.
(a) Previous methods typically regard HTC as a down-
stream classification fine-tuning task. (b) HPT (Wang
et al., 2022b) formulates HTC as a multi-label MLM
problem following the prompt tuning paradigm. (c) Our
HierVerb leverages hierarchy-aware verbalizers, which
are more effective for few-shot tuning.

label hierarchy as well as the requirement of large-
scale data annotation before training the model.
Therefore, solving the HTC under the low-resource
(Wang et al., 2022b) or few-shot setting becomes
an urgent research topic.

Existing state-of-the-art HTC models focus on
inserting label hierarchy features through graph
encoders and then fuse the features into the input
layer (Wang et al., 2022b) or output layer (Zhou
et al., 2020) of a text encoder such as Bidirectional
LSTM or pre-trained language models (PLMs), as
shown in Figure 1(a). And there is a trend of taking
advantage of PLMs (Chen et al., 2021; Wang et al.,
2022b) as the backbone of the text encoder through
a fine-tuning paradigm. Despite the success of
PLMs (Devlin et al., 2019; Raffel et al., 2020) in
extensive NLP-related tasks, recently, a series of
studies (Petroni et al., 2019; Davison et al., 2019;
Chen et al., 2022) suggest that it’s helpful to elicit
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the knowledge contained in PLMs and point out the
fine-tuning paradigm is suboptimal in few-shot set-
tings due to distinct training strategies between the
pre-training and fine-tuning stages. Inspired by "in-
context learning" proposed by GPT-3 (Brown et al.,
2020), lots of prompt-based (Petroni et al., 2019;
Gao et al., 2021a; Schick and Schiitze, 2021; Qin
and Eisner, 2021) methods were proposed to bridge
the gap between pre-training and downstream tasks
via stimulating pre-trained model knowledge with
a few hard or soft prompts. In prompt-based tun-
ing, the input is usually wrapped through a natural
language template and the tasks are converted as
masked language modeling (MLM) for PLM. For
example, in the sentiment classification task, the
original input x will be wrapped as "x. It was
[MASK]”. The objective is to utilize MLM to
predict the word that fills the [MASK], and sub-
sequently employ a verbalizer to map the predicted
word to the final classification (e.g. "positive" ->
label "Positive").

Although remarkable performances have been
achieved via prompt tuning on the flat text classi-
fication where labels have no hierarchy, its effects
on HTC problems remain unclear, as discussed in
HPT (Wang et al., 2022b). As shown in Figure
1(b), HPT proposed a hierarchy-aware prompt tun-
ing method that incorporates the label hierarchy
knowledge into soft prompts through graph rep-
resentation and achieves the new state-of-the-art
results on several HTC popular datasets. However,
even though the low-resource setting experiment
was considered in HPT, the commonly used K-shot
setting was not investigated. The limitation lies in
the absence of a uniform definition of the K-shot
setting in HTC. Besides, the way to utilize PLMs
in few-shot settings through soft prompts and fuse
hierarchy by graph encoder into the PLMs harms
tapping the full potential of PLMs. Hence, it is
crucial to exploit a new method to elicit knowl-
edge from PLMs in a hierarchy-aware manner for
few-shot learning.

Inspired by the prior works on verbalizer de-
sign (Gao et al., 2021a; Schick and Schiitze, 2021)
between model outputs and labels, as shown in
Figure 4(a) and 4(b), which makes promising im-
provements over prompt-based tuning, it is natural
to raise this question: is there any verbalizer design
method specific to the HTC problems? The most
current works can be mainly divided into three
kinds of verbalizers: manual verbalizers, search-

based verbalizers, and soft verbalizers. However,
the main difference between previous works on
verbalizers is the way of embedding the semantic
space and they are all based on a strong assumption
that there is no hierarchical dependency between
downstream task labels, which raises a gap between
rich flat prior knowledge in PLM and downstream
task hierarchies. Thus these verbalizers are not
suitable for hierarchical classification tasks, lack-
ing awareness of hierarchy in their architectural
design. To address these issues, we introduce a
hierarchical-aware verbalizer (HierVerb) combined
with the prompt tuning method to fully exploit the
hierarchical knowledge within labels. The major
contributions of this paper can be summarized as
follows:

* To our best knowledge, we are the first to
define the path-based few-shot setting on hier-
archical text classification tasks and propose
a path-based evaluation metric to further ex-
plore the consistency problem in HTC tasks.

* We propose HierVerb for few-shot HTC,
which integrates the hierarchical information
into the verbalizers through the flat hierarchi-
cal contrastive learning and hierarchy-aware
constraint chain to better leverage the pre-
trained language model for few-shot learning.

* Experimental results demonstrate that Hi-
erVerb significantly outperforms the current
state-of-the-art HTC methods on three popular
benchmarks (WOS, DBPedia, and RCV1-V2)
under extreme few-shot settings (i.e., K <=8),
validating the effectiveness of its design.

2 Related Work

2.1 Hierarchical Text Classification

Current works for HTC focus on finding ways to
insert the hierarchical label knowledge into the
model, which proves to be beneficial for the prob-
lem induced by the imbalanced and large-scale la-
bel hierarchy faced in HTC problems (Mao et al.,
2019). Several works (Zhang et al., 2022; Wu et al.,
2019; Mao et al., 2019) applied the label-based at-
tention module or utilized the meta-learning and
reinforcement learning methods to leverage the la-
bel structure. However, as pointed out in HHAGM
(Zhou et al., 2020), such methods mainly concen-
trate on optimizing decoding results based on the
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constraint of hierarchical paths, it proposed to en-
code the holistic label structure with hierarchy en-
coders (graph or tree structure) which demonstrate
to improve performance to a greater extent. Fol-
lowing the line of this research, Chen et al. (2021)
exploited the relationship between text and label
semantics using matching learning, and Wang et al.
(2021) explicitly enriched the label embedding with
concepts shared among classes. Yet since the la-
bel hierarchy representation remains unchanged
regardless of the input, later works like HGCLR
(Wang et al., 2022a) and HPT (Wang et al., 2022b)
chose to migrate label hierarchy into text encod-
ing instead of separately modeling text and labels.
In addition to this, HPT achieves state-of-the-art
by exploiting pre-trained language models through
prompt tuning methods. Although the methods
above are designed for HTC problems and prompt-
based techniques are applied, the frequently faced
few-shot issues in HTC are less investigated, not to
mention a suitable solution working well on limited
training samples in a hierarchy-aware manner.

2.2 Prompt Tuning

Recent years have observed the widespread and
powerful use of pre-trained language models
(PLMs) in various downstream NLP tasks (Devlin
et al., 2019; Qiu et al., 2020; Han et al., 2021).
Prompt engineering goes a step further by design-
ing a prompt template to take the power of PLMs
to unprecedented heights, especially in few-shot
settings (Liu et al., 2021). Later works focus on
automatically discovering better hard prompts de-
scribed in a discrete space to use in the querying
process (Jiang et al., 2020; Gao et al., 2021a). Be-
sides, there come with many methods that learn
continuous soft prompts directly in the feature
space of PLMs (Li and Liang, 2021; Lester et al.,
2021; Qin and Eisner, 2021). Such continuous
prompts reduce the hassle of constructing template
words and transform them into parameterized em-
beddings.

2.3 Verbalizer Design

Verbalizers aim to reduce the gap between model
outputs and label words, which has always been
a critical issue in prompt-based tuning. Most of
the current works leverage human written verbal-
izers (Schick and Schiitze, 2021) that prove to be
effective to build bridges between them. However,
these approaches are highly biased towards lexical
semantics of manual verbalizers and require both
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Figure 2: A few-shot HTC example. Path 1 contains
labels (nodes) for CS and Computer Vision while Path
2 contains Medical and Medicare. Suppose we sample
based on the hierarchical label paths in this figure, the
sub-dataset consisting of sentences A and B is the sup-
port set of our 1-shot HTC.

domain expertise of downstream tasks and under-
standing of the PLMs’ abilities (Schick et al., 2020).
Schick et al. (2020) and other studies (Gao et al.,
2021a; Shin et al., 2020) have designed search-
based verbalizers for better verbalizer choices dur-
ing the training optimization process, intending to
reduce the bias caused by personal vocabulary and
the cost of intensive human labor. Another line
of researches (Hambardzumyan et al., 2021; Cui
et al., 2022) claims it is hard to find satisfactory
label words by searching large vocabulary with few
examples and proposes to insert learnable embed-
ding vectors as soft labels/verbalizers optimized
during the training process. Nevertheless, the ver-
balizer design methods for hierarchical labels are
less explored in previous works.

3 Preliminaries

3.1 Traditional HTC

In traditional HTC task, the structure of candidate
labels y; € Y are predefined as a Directed Acyclic
Graph (DAG) H = (Y, E), where Y is the label set
and E denotes the hierarchical connections within
the labels. Specifically, H is a tree-like structure
where every node except the root has one and only
one parent. Hence the predicted hierarchical labels
for one input sample correspond to single- or multi-
path taxonomic labels in H. It is worth noting
that the HTC task is often viewed as a multi-label
problem. Therefore the standard HTC task can be
defined as follows: given an input text X:{xt}tT:1
and a label set Y, HTC aims to find a subset y from
Y, in other words, to find one label path or multiple
paths in H, for x.
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3.2 Few-shot HTC

The few-shot problem has been extensively studied
on tasks such as text classification, image segmen-
tation, and named entity recognition (NER), while
few works focus on the few-shot HTC task, which
we call Few-HTC. It is easy to perform sampling
strategies in flat single-label text classification to
select K examples for each class added to the sup-
port set of K-shot learning. However, this sampling
method is difficult to directly apply to HTC be-
cause an input sample may contain multiple labels.
Hence it is harder to strictly meet the requirement
of K shots for each corresponding class (Ding et al.,
2021).

Inspired by the few-shot settings in named en-
tity recognition (Yang and Katiyar, 2020; Ding
et al., 2021) where they regard entity types as ba-
sic classes and sample few-shot sets based on each
class through greedy sampling algorithms, we can
define our few-shot settings based on the label paths
in H since multiple slots in NER are analogous to
multiple label paths in HTC. Figure 2 shows how
we perform path-based sampling for building a
Few-HTC support set.

Formally, the task of K-shot HTC is defined as
follows: given a text x={xt}?:1 and a K-shot sup-
port set S for the target mandatory-leaf (Bi and
Kwok, 2012) path set Cr, the goal is to predict all
golden paths on the label hierarchy tree for x. We
design a greedy sampling method specifically for
HTC problems and the details of obtaining C7 and
the support set S from the original HTC datasets
are shown in Algorithm 1 to make sure each label
path has exactly K-shot examples. To the best of
our knowledge, we are the first to apply path-based
few-shot settings on the HTC tasks.

4 Hierarchical Verbalizer

In this section, we will introduce the proposed
hierarchy-aware verbalizer in detail. We incorpo-
rate hierarchical information through our multi-
verbalizer framework with prompt templates to
elicit rich prior knowledge within the PLMs. Fig-
ure 3 shows the overall architecture of our proposed
HierVerb. We first obtain the hidden states of the
multiple mask tokens to represent the sentence and
then project it to the verbalizer’s space of different
label layers.

Algorithm 1 Greedy sampling for Few-shot HTC

Input: shot K, original HTC dataset X{(x,y)} with label
hierarchy H
Output: K-shot support set S after sampling
: Cr < //Initialize the original set of mandatory —
leaf paths
: while ori_length # cur_length do
: ori_length < //Obtain the length of C1

—_

2

3

4 Count the frequency of each C; in X

5: Remove paths {C;} with frequency less than K

6: Remove samples containing {C;} in X

7: cur_length <— //Obtain the length of C1

8: end while

9: {C;i : Ai} < //Count the frequency of each C;
appeared individually in the filtered dataset X

10: Sort the path set C7 based on A

11: S + ¢//Initialize an empty support set

12: {Count;} < //Initialize the counts of all paths in
C7 to zero

13: for i =1 to |Cr| do

14: while Count; < K do

15: Sample(x,y) € Xs.+.Ci € y, w/o replacement
16: S+ Su{x,y)}

17: Update {Count;}V C; € y

18: end while

19: end for

20: return S

4.1 Multi-verbalizer Framework

Since the label hierarchy is a tree structure in
our problem, we think of HTC as a single-label
or multi-label classification task performed at
multiple levels, following Wang et al. (2022b). In
this way, we can easily construct templates based
on the depth of the hierarchy tree. Given a piece
of training text x and the label hierarchy ‘H with
a depth of D, the template p is written simply
as "[CLS] It was 1 level:[MASK] 2
level: [MASK]...D level: [MASK]. x
[SEP]". We use multiple [MASK] tokens for
corresponding multi-level label predictions. Note
that the number of [MASK] tokens is equal to the
number of layers of H.

For better learning of hierarchical verbalizer and
text representation in few-shot settings, we use
BERT (Devlin et al., 2019) as our text encoder.
For an input text x wrapped with the template 7"

Tprompt(x) = {[CLS] It was ¢; ... tp. x [SEP]}

€]
where ¢; means "i level: [MASK]". Note that
our template 7 is a dynamically wrapped sentence
containing as many ¢ as the number of hierarchy
layers. We feed the input x wrapped with the tem-
plate T to the encoder of the BERT to obtain the
hidden states /1.,:

hl:n = BERT(Tprompt(x)l:n) )
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Figure 3: The architecture of HierVerb. There are two ways to insert hierarchical constraints into the model:
(a) Hierarchy-aware Constraint Chain. (b) Flat Hierarchical Contrastive Loss. P1 to P3 denote the predicted
probabilities of labels in each layer. P1’ and P2’ represent the propagated probabilities in each layer. L3 to L1
contain labels from a lower to a higher layer. d; to d4 stand for the distances between different input instances.
Worth noting that the instance with the leaf label "Solar Eclipse" positioned in the L2 circle, for example, shares the
same gold labels in layer 2 with the instance marked pink in the center of the circle, and d, reflects the similarity
distance between their output token embeddings of mask tokens corresponding to layer 2. The same applies to other

instances.

where hy.,, € R™*" and r is the hidden state dimen-
sion of BERT and 7 is the length of Tprompt().
For convenience, we pick out a subset {h%}(d €
[1,..., D]) which is the set of hidden state vectors
corresponding to all [MASK] tokens.

On top of this, we use multi-verbalizer for depth-
oriented learning and construct each verbalizer
based on the full set of labels for the correspond-
ing layer. Thus we have a list of verbalizers V =
{Va}(d € [1, ..., D]). Each verbalizer is created as
a virtual continuous vector Wy € R™*! where [,
is the number of labels of d-th layer and we initial-
ize the embedding W of each V,; by averaging the
embeddings of its corresponding label tokens and
label tokens of all its descendants in H.

In our framework, the d-th mask is connected to
the d-th verbalizer to play the role of predicting the
d-th layer label.

We denote the distribution of the wrapped sen-
tences in the corpus as O. The probability distribu-
tion of all labels y4 on the layer d is:

Po(ya|Tprompt(2), D = d) = q(h®Wa +bg) (3)

where W,; € R™*! and by € Rl are weights and
bias and ¢ is a function used to convert logits into
probabilities. Hence the predicted probability of

text i on label j of d-th layer is:

P = Po(ya = | Tyrompt(z), D = d) ~ (4)

Following previous work (Zhou et al., 2020; Wang
et al., 2022a), we use a binary cross-entropy loss
function for multi-label classification. However,
the definition of multi-label in our framework is
slightly different from these works. The multi-label
problem whose ground truth is a single path on the
hierarchical dependency tree H can be redefined
as a single-label prediction problem at each layer
with the help of the multi-verbalizer. For such a
single-path prediction, the loss function is defined
as:

de] yszZOQ(pzd]) (5)

Instead, for multi-path problems:

Liy; = —yilog(n) — (1 = yf)log(1 — pff) (6)
To sum up, for each input text i, we can calculate

the loss of the multi-verbalizer framework as:

D D g
EC - ZZde] ZZLC(p?jay%) (7)
d j
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4.2 Hierarchy-aware Constraint Chain

In order to reduce the gap between the training ob-
jective of the pre-trained model and the hierarchical
objective, we first use the hierarchical constraint
chain to solve this problem.

According to the label dependency tree H, we
maintain a parent-to-child mapping M between
layers:

_>
Ma(yf) = {yithyg™ ity ®)

where y4 is a label j belonging to the d-th layer and
{y&+1} are its corresponding children nodes at the
(d+1)-th layer.

Thus the propagated probability of text i on label
Jj of d-th layer can be obtained through:

= (=B + 83t e Ma() ©
which is implemented to quantify constraints from
descendant nodes where 3 controls the degree of
descendant node constraints. Since we are prop-
agating from the bottom up, our computational
constraints gradually propagate upward from the
leaf nodes of the hierarchy tree. The loss of the
constraint chain can be defined as:

D lg—1

Lrce =Y Y LY@,y (10)
d J

4.3 Flat Hierarchical Contrastive Loss

Secondly, we design the flat hierarchical con-
trastive loss objective to learn the hierarchy-aware
matching relationship between instances, instead
of the relationship between instances and labels as
proposed in Chen et al. (2021). It is non-trivial to
match different instances due to the sophisticated
semantics of each instance in the hierarchical set-
ting. Given input sentence representation and the
label hierarchy, there are two main goals we want
to achieve through optimization: (1) For sentence
pairs, the representations of intra-class correspon-
dences at each level should obtain higher similarity
scores than inter-class pairs. (2) The similarity
between lower-level representations of intra-class
pairs deserves more weight than that of relatively
high-level ones. To achieve our goal, we flatten
the hierarchy into a multi-level lattice structure and
define our objective function based on the SimCSE
estimator (Gao et al., 2021b), which is widely used
in contrastive learning.

Denote B = {(X,,, {Y%},,)} as one batch where
{Y4},, is the original labels in d-th layer, n € N,
d € D, where N denotes the batch size and D de-
notes the maximum depth of the label hierarchy .
Following SimCSE, we can have 2N sets of hidden
vectors for all corresponding [MASK] tokens Z =
{z € {h?} U {h?}} where h® is simply obtained
by feeding original text into the encoder for the sec-
ond time. Any sentence pairs in one batch can be
defined as P = [(X4, {Y%}4), (X3, {Y%}3)], and
we keep a lattice label matrix:

L Y {Yih #£6

o) ={ § afe v, 25 A

Thus the final flat hierarchical contrastive loss
function is defined as:

exp(E, S(ht k) Mu(n.n'))

m x
xp(3, SURT))

L baaw
Lrnc = §zpz 2. 0. . log

1
: S(D—d)xa
u n

(12)
where S is cosine similarity function, i< is the
hidden states of d-th [MASK] for sentence n, and «
controls the relative penalty importance of different
layers.

Considering that once M(n,n’) equals to one,
all M, (n,n’) can be assured to be equal to one by
reason of the tree structure. Thereafter it assigns
more weight to the contrastive loss of the lower
layer whose d value is larger, and « intensifies the
differentiation between all layers. This results in
the inequality Distance di < do < d3 < d4 in
Figure 3.

4.4 Classification Objective Function

Overall, our final training objective is the combina-
tion of multi-verbalizer framework loss, constraint
chain loss, and flat hierarchical contrastive loss.

L=Lc+MLucc+ NLruC (13)

where A1 and A2 are the hyperparameters control-
ling the weights of corresponding loss and HCC
and FHC stand for Hierarchy-aware Constraint
Chain and Flat Hierarchical Contrastive Loss re-
spectively.

DBPedia WOS RCVI-V2
Level 1 Categories 9 7 4
Level 2 Categories 70 134 55
Level 3 Categories 219 NA 43
Level 4 Categories NA NA 1
Number of documents | 381025 46985 804410
Mean document length | 106.9 200.7  221.29

Table 1: Comparison of popular HTC datasets.
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K Method

WOS(Depth 2)

DBpedia(Depth 3)

RCV1-V2(Depth 4)

Micro-F1

Macro-F1

Micro-F1

Macro-F1

Micro-F1

Macro-F1

BERT (Vanilla FT)
HiMatch (Chen et al., 2021)
1 | HGCLR(Wang et al., 2022a)
HPT (Wang et al., 2022b)

2.99 + 20.85 (5.12)
43.44 + 8.90 (48.26)
9.77 £ 11.77 (16.32)
50.05 + 6.80 (50.96)

0.16 £ 0.10 (0.24)
7.71 4 4.90 (9.32)
0.59 + 0.10 (0.63)
25.69 4 3.31 (27.76)

14.43 £ 13.34 (24.27)

15.73 £ 31.07 (25.13)
72.52 % 10.20 (73.47)

0.29 £ 0.01 (0.32)

0.28 +0.10 (0.31)
31.01 + 2.61 (32.50)

7.32 4+ 10.33 (9.32)

26.46 £ 1.27 (26.80)
27.70 £ 5.32 (28.51)

3.73 £ 0.10 (3.73)

1.34 £0.93 (1.71)
3.35 4 2.22(3.90)

HierVerb

58.95 + 6.38 (61.76)

44.96 + 4.86 (48.19)

91.81 £ 0.07 (91.95)

85.32 + 0.04 (85.44)

40.95 + 3.12 (41.22)

4.87 + 1.71 (5.71)

BERT (Vanilla FT)

HiMatch (Chen et al., 2021)
2 | HGCLR (Wang et al., 2022a)
HPT (Wang et al., 2022b)

46.31 %+ 0.65 (46.85)
46.41 & 131 (47.23)
45.11 = 5.02 (47.56)
57.45 4 1.89 (58.99)

5114 1.31(5.51)

18.97 = 0.65 (21.06)
5.80 £ 11.63 (9.63)
35.97 + 11.89 (39.94)

87.02 4 3.89 (88.20)

87.79 4 0.40 (88.42)
90.32 + 0.64 (91.11)

69.05 £ 26.81 (73.28)

71.46 + 0.17 (71.78)
81.12 + 1.33 (82.42)

8.07 £ 2.18 (9.13)

34.33 4= 4.81 (37.28)
38.93 4 3.55 (40.47)

2.76 £ 6.01 (4.11)

2.51 £ 6.12(6.12)
8.31 £ 5.26 (10.52)

HierVerb

66.08 + 4.19 (68.01)

54.04 £ 3.24 (56.69)

93.71 £ 0.01 (93.87)

88.96 + 0.02 (89.02)

48.00 £ 2.27 (49.21)

11.74 £ 1.58 (12.69)

BERT (Vanilla FT)

HiMatch (Chen et al., 2021)
4 | HGCLR (Wang et al., 2022a)
HPT (Wang et al., 2022b)

56.00 & 4.25 (57.18)
57.43 £ 0.01 (57.43)
56.80 =+ 4.24 (57.96)
65.57 & 1.69 (67.06)

31.04 4 16.65 (33.77)
39.04 4 0.01 (39.04)
32.34 4 15.39 (33.76)
45.89 + 9.78 (49.42)

92.94 + 0.66 (93.38)

93.14 £ 0.01 (93.22)
94.34 + 0.28 (94.83)

84.63 = 0.17 (85.47)

84.74 £ 0.11 (85.

11)
90.09 + 0.87 (91.12)

1
2

17.94 £ 0.01 (18.00)

45.53 £ 4.20 (47.71)
52.62 + 0.20 (52.73)

1.45 £ 0.01 (1.57)

8.56 £ 1.63 (9.92)
20.01 # 0.31 (20.21)

HierVerb

72.58 £ 0.83 (73.64)

63.12 £ 1.48 (64.47)

94.75 + 0.13 (95.13)

90.77 & 0.33 (91.43)

56.86 + 0.44 (57.11)

22.07 £ 0.32 (22.42)

BERT (Vanilla FT)

HiMatch (Chen et al., 2021)
8 | HGCLR (Wang et al., 2022a)
HPT (Wang et al., 2022b)

66.24 & 1.96 (67.53)
69.92 + 0.01 (70.23)
68.34 + 0.96 (69.22)
76.22 4 0.99 (77.23)

5021 = 5.05 (52.60)
57.47 + 0.01 (57.78)
54.41 4 2.97 (55.99)
67.20 + 1.89 (68.63)

94.39 &+ 0.06 (94.57)
94.70 = 0.05 (94.94)
95.49 + 0.01 (95.57)

87.63 & 0.28 (87.78)

88.04 + 0.25 (88.
2.

)
92.35 + 0.03 (¥ )

61
52

57.27 £ 0.04 (57.51)

58.90 &£ 1.61 (60.30)
59.92 + 425 (61.47)

23.93 4 0.45 (24.46)

27.03 & 0.20 (27.41)
29.03 4 6.23 (32.19)

HierVerb

78.12 £ 0.55 (78.87)

69.98 -+ 0.91 (71.04)

95.69 + 0.01 (95.70)

92.44 + 0.01 (92.51)

63.90 £ 2.42 (64.96)

31.13 £ 1.63 (32.52)

BERT (Vanilla FT)

HiMatch (Chen et al., 2021)
16 | HGCLR (Wang et al., 2022a)
HPT (Wang et al., 2022b)

75.52 4 0.32 (76.07)
77.67 £ 0.01 (78.24)
76.93 + 0.52 (77.46)
79.85 4 0.41 (80.58)

65.85 = 1.28 (66.96)
68.70 = 0.01 (69.58)
67.92 = 1.21 (68.66)
72.02 + 1.40 (73.31)

95.31 £ 0.01 (95.37)

95.49 + 0.04 (95.63)
96.13 + 0.01 (96.21)

89.16 % 0.07 (89.35)

89.41 £ 0.09 (89.71)
93.34 + 0.02 (93.45)

63.68 £ 0.01 (64.10)

63.91 £ 1.42 (64.81)
65.73 + 0.80 (66.24)

34.00 & 0.67 (34.41)

33.25 £ 0.10 (33.50)
36.34 £ 0.20 (36.57)

| HierVerb

80.93 + 0.10 (81.26)

73.80 £ 0.12 (74.19)

96.17 £ 0.01 (96.21)

93.28 + 0.06 (93.49)

65.50 £ 1.41 (66.62)

35.10 & 1.73 (36.24)

Table 2: F1 scores on 3 datasets. We report the mean F1 scores (%) over 3 random seeds. Bold: best results.

Underlined: second highest.

5 Experiments

5.1 Experiments Setup

Experimental settings As mentioned in Prelimi-
naries, we focus on few-shot settings that only K
samples for each label path are available for train-
ing on a new HTC task called Few-HTC in this
work. In order to better study the few-shot general-
ization ability of the model under different scales
of training data, we conduct experiments based on
Ke {1,2,4,8,16}.

Datasets and Implementation Details We eval-
uate our proposed method on three widely used
datasets for hierarchical text classification: Web-
of-Science (WOS) (Kowsari et al., 2017), DBpedia
(Sinha et al., 2018) and RCV1-V2 (Lewis et al.,
2004). WOS and DBPedia are for single-path HTC
while RCV1-V2 includes multi-path taxonomic
labels. The statistic details are illustrated in Ta-
ble 1. For implementation details, please refer to
Appendix A.

Evaluation Metrics Similar to previous work,
we measure the experimental results with Macro-
F1 and Micro-F1. To further evaluate the
consistency problem between layers, we adopt
path-constrained MicroF1 (C-MicroF1) and path-

constrained MacroF1 (C-MacroF1) proposed in Yu
et al. (2022) which we refer to collectively as C-
metric. In C-metric, a correct prediction for a label
node is valid only if all its ancestor nodes are cor-
rect predictions, otherwise, it is regarded as a mis-
prediction. However, in the case of path splitting
based on the mandatory-leaf nodes, the metric is
still not sufficient to provide a comprehensive eval-
uation of hierarchical path consistency, because it
ignores the correctness of a node’s children nodes.
Therefore, we propose a new path-constrained eval-
uation method based on the perspective of path
correctness, which is called P-metric (PMacro-F1
and PMicro-F1). The details of our P-metric are
shown in Appendix B.

Baselines We select a few recent state-of-the-art
works as baselines: HiMatch (Using BERT as en-
coder) (Chen et al., 2021), HGCLR (Wang et al.,
2022a) and HPT (Wang et al., 2022b). We also
perform the vanilla fine-tuning method on the Few-
shot HTC task, which we refer to as Vanilla FT in
the following.

5.2 Main Results

Main experimental results are shown in Table 2.
As is shown, HierVerb wins over all comparison
models by a dramatic margin under nearly all sit-
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WOS WOS

K Method PMicro-F1 PMacro-F1 CMicro-F1 CMacro-F1 K Ablation Models Micro-F1 Macro-F1
Ours 39.77 37.24 55.18 39.42 Ours 58.95 44.96

1 HPT 19.97 17.47 49.10 22.92 r.m. FHC loss 58.13 44.63
HGCLR 0.0 0.0 2.21 0.09 1 |r.m. HCC loss 58.26 44.27
Vanilla FT 0.0 0.0 0.96 0.04 +r.m. HCC+FHC loss 58.35 44 .48
Ours 50.15 47.98 62.90 49.67 +r.m. multi-verb (Vanilla SoftVerb) 56.11 41.35

5 HPT 28.27 26.51 56.64 33.50 Ours 66.08 54.04
HGCLR 1.39 1.49 45.01 4.88 r.m. FHC loss 65.40 53.89
Vanilla FT 1.43 1.42 45.75 495 2 |r.m. HCC loss 65.87 53.94

+r.m. HCC+FHC loss 65.23 53.47
Ours 62.16 59.70 72.41 61.19 . .

A HPT 50.96 4876 69.43 5527 +r.m. multi-verb (Vanilla SoftVerb) 62.31 49.33
HGCLR 29.94 27.70 57.43 34.03 Ours 72.58 63.12
Vanilla FT  22.97 20.73 55.10 27.50 r.m. FHC loss 72.51 62.70

4 |r.m. HCC loss 72.05 62.52

. : : +r.m. HCC+FHC loss 72.22 62.22

Taple 3: Consistency ex.perlment.s on the WOS dataset 7. multi-verb (Vanilla SoftVerb) 69.58 53.83
using two path-constraint metrics. PMicro-F1 and

PMacro-F1 are our proposed path-based consistency Ours 7812 69.98

. . r.m. FHC loss 77.81 70.28

evaluation P-metric. We report the mean F1 scores (%) 8 lrm. HCC loss 7795 69.80

over.3 random seeds. For display, here we call BERT L rm. HCC +FHC loss 7788 6985

(Vanilla FT) as Vanilla FT. Bold: best results. +r.m. multi-verb (Vanilla SoftVerb) 75.99  66.99

Ours 80.93 73.80

r.m. FHC loss 80.76 73.54

16{r.m. HCC loss 80.73 73.69

uations. Appendix C more intuitively shows the +r.m. HCC+FHC loss 80.92  73.61

performance gap between different models. +r.m. multi-verb (Vanilla SoftVerb) 79.62 70.95

In the case of no more than 4 shots on WOS,
8.9%, 9.18%, and 6.91% micro-F1 absolute im-
provement and 19.27%, 18.3%, and 16.87% macro-
F1 absolute improvement from the best baseline
methods are achieved, respectively. Under 1-shot
situations, compared with all baseline models, there
is an average of 57.58% micro, 74.79% macro-F1
absolute improvement on DBPedia, and 20.46%
micro-F1, 2.06% macro-F1 absolute improvement
on RCV1-V2. Although the RCV1-V2 dataset
provides no label name which has a negative ef-
fect on our verbalizer initialization, our method
still achieves state-of-the-art on both Micro-F1 and
Macro-F1 under almost all few-shot experiments.

There are three main reasons why HierVerb per-
forms better under the few-shot setting: (1) Not
require additional learning parameters. Previous
methods like HPT and HGCLR improve the per-
formance by adding extra parameters to the GNN
layers, which could lead to overfitting for few-shot
settings; (2) Multi- Verb is better than the single-flat
verb. The previous methods are to first stretch the
hierarchical label into a flattened one-dimensional
space and then do multi-label prediction, more like
a normal multi-label classification task with hier-
archical dependencies on labels. In contrast, Hi-
erVerb advocates preserving the original hierarchi-
cal concept in the architecture through a multi-verb
framework. (3) Our hierarchical loss is optimized

Table 4: Ablation experiments on WOS. r.m. stands
for remove and +r.m. stands for remowve on the basis
of the previous step. We report the mean F1 scores (%)
over 3 random seeds. Bold: best results.

from a semantic perspective for better generaliza-
tion.

5.3 Consistency Between Multi-layers

Table 3 further studies the consistency performance.
Since our method is optimized from a semantic
perspective, more consideration is given to the po-
tential semantic dependency between different la-
bels rather than directly fitting specific downstream
data, our method still maintains excellent consis-
tency performance in the absence of sufficient la-
beled training corpora. It is clear that HGCLR and
BERT (Vanilla FT) using the direct fitting method
only achieve O points in PMicro-F1 and PMacro-
F1 under the 1 shot setting. As for HPT, extra
graph parameter learning hurts the generalization
of PLMs. The complete experiments and analyses
on the other two datasets are shown in Appendix
D.

5.4 Ablation Study

The main parts of our work are the multi-verbalizer
framework, hierarchy-aware constraint chain, and
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flat hierarchical contrastive loss.

To illustrate the effect of these parts, we test
our model by gradually removing each component
of our model at a time by default, as shown in
Table 4. We implement Vanilla Soft Verbalizer
(Hambardzumyan et al., 2021) in our own version
which we refer to as SoftVerb in the following for
convenience. Similar to HierVerb, the SoftVerb
also uses multiple [MASK] tokens, but only uses a
single flat verbalizer to map the label. Compared to
SoftVerb which uses a single flat verbalizer, using
multi-verbalizer and integrating hierarchical infor-
mation into the verbalizer of each layer through
FHC and HCC leads to better performance.

5.5 Effects of Model Scales

In previous experiments like § 5.2, we show that
HierVerb is powerful on bert-base-uncsaed. To
further study the ability of HierVerb to utilize the
prior knowledge of the pre-trained language model,
we conduct experiments on bert-large-uncased. Ta-
ble 5 demonstrates that HierVerb consistently out-
performs all baseline models in all shot settings.
We find that the gap is even significantly larger
for HierVerb and all other baseline models com-
pared to using bert-base-uncased. For example,
under 1-shot setting, HierVerb achieves a 27.92%
increase in macro-F1 and an 11.54% increase in
micro-F1, compared with HPT. But in the case of
bert-base-uncased, the improvements of macro-F1
and micro-F1 are 19.27% and 8.9% respectively,
which further emphasizes that our model is supe-
rior to all baseline models in the ability to mine
the prior knowledge of the language model, and
this effect is more significant when the scale of the
language model increases.

5.6 Performance Benefit in a Full-shot Setup

We conduct experiments on HierVerb in a full-shot
setting. Instead of carefully selecting hyperparam-
eters, we directly use the parameter set from the
few-shot settings. For baseline models, we repro-
duce their experiments according to the settings
in their original paper. Although HierVerb is de-
signed to be more favored for few-shot settings, the
performance of full-shot setup is still quite com-
petitive compared with HPT. As shown in Table 6,
our overall micro-F1 score is only 0.10 lower than
HPT (which requires to learn extra parameters of
GNN), while achieving a macro-F1 score 0.13%
higher than HPT. In fact, HierVerb outperforms
BERT (Vanilla FT) and HiMatch by a significant

WOS
K Method Micro-F1 Macro-F1
HierVerb 61.29 47.70
| HPT 49.75 19.78
HGCLR 20.10 0.50
BERT (Vanilla FT) 10.78 0.25
HierVerb 67.92 56.92
2 HPT 60.09 35.44
HGCLR 44.92 3.23
BERT (Vanilla FT) 20.50 0.34
HierVerb 73.88 64.80
4 HPT 69.47 53.22
HGCLR 68.12 52.92
BERT (Vanilla FT) 67.44 51.66
HierVerb 78.56 71.01
3 HPT 77.96 68.26
HGCLR 71.48 56.91
BERT (Vanilla FT) 73.98 62.82
HierVerb 82.09 75.01
16 HPT 80.69 72.51
HGCLR 78.01 67.87
BERT (Vanilla FT) 78.52 69.64

Table 5: Using the same hyperparameter settings men-
tioned above, we conduct experiments on WOS with the
bert-large-uncased (330M) encoder. Bold: best results.

WOS
Methods Micro-F1 =~ Macro-F1
HierVerb 87.00 81.57
HPT 87.10 81.44
HGCLR 87.08 81.11
HiMatch 86.70 81.06
BERT (Vanilla FT) 85.63 79.07

Table 6: Full-shot experiments on WOS using bert-base-
uncased. Bold: best results.

margin.
6 Conclusion

In this paper, we define the few-shot settings on
HTC tasks and a novel evaluation method based
on the perspective of path correctness, which is
valuable in practical applications. We propose a
novel approach to adapt flat prior knowledge in
PLM to downstream hierarchical tasks. The pro-
posed HierVerb learns hierarchical-aware verbaliz-
ers through flat contrastive learning and constraint
chain, which elegantly leverages the prior knowl-
edge of PLMs for better few-shot learning. We
perform few-shot settings on HTC tasks and exten-
sive experiments show that our method achieves
state-of-the-art performances on 3 popular HTC
datasets while guaranteeing excellent consistency
performance.
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Limitations

Since the appearance of large pre-trained models
such as GPT-3 (Brown et al., 2020), there has been
a wave of using large models without fine-tuning
to do in-context learning directly to complete vari-
ous NLP tasks, or to freeze the parameters of large
models and then only optimize task-oriented pa-
rameters. The proposed HierVerb is a lightweight
method especially suitable for the case of insuf-
ficient labeled training data, but it is difficult to
directly extend to a large-scale language model (i.e,
>=175B) because large language models are hard
to fine-tune in many situations. In future work, we
plan to study our method on a larger scale language
model in which only parts of parameters specific
to downstream HTC tasks need to be learned and
further, extend our model to the zero-shot learning
scenario.

Ethics Statement

All datasets for our research are publicly available
and all experimental results are based on three dif-
ferent random seeds. We obtain these experimental
results using the experimental setup mentioned in
this work. For the sake of energy saving, we will
not only open source the few-shot datasets under
all random seeds and the code, but also release the
checkpoints of our models from the experiments to
reduce unnecessary carbon emissions.
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A Implementation Details

All our models are implemented with PyTorch
(Paszke et al., 2019) framework, Huggingface
transformers (Wolf et al., 2020), and Open-
Prompt toolkit (Ding et al., 2022). Following
previous work (Wang et al.,, 2022b), we use
bert-base-uncased from Transformers as
our base architecture. The hidden size r is 768,
and the number of layers and heads are 12. The
batch size is 5. For WOS and DBPedia, the learn-
ing rate is 5e~?, besides we use a learning rate of
le~* to fasten the convergence of its hierarchical
label words’ embeddings and train the model for
20 epochs and apply the Adam Optimizer (Kingma
and Ba, 2014) with a linearly decaying schedule
with warmup steps at 0 and evaluate on the de-
velopment set after every epoch. Since the labels
of RCV1 do not contain excessively rich natural
text semantics, the training iteration on RCV1 is
the same as HPT (Wang et al., 2022b) with 1000
epochs and we set early stopping to 10 and learning
rate to 3e~° which is also used for the optimiza-
tion of verbalizers. For baseline models, we keep
the hyperparameter settings from their original pa-
pers except for setting early stopping to 10 for a
fair comparison. We list the details of the other
hyperparameters in Table 7.

B Path-based Evaluation Metric

Specifically, in P-metric, we evaluate the confusion
matrix of all label path ids instead of the original la-
bel ids. Besides, only if all {y; } labels involved in
one path are predicted accurately, the correspond-
ing path id is regarded as correct in the confusion
matrix. We count the total number of golden labels
as Countyeq and at the same time record the pre-
dicted labels that do not form a complete path with
other predicted labels as invalid and count their

Hyper-parameter Dataset Value
truncate length All 512
warmup steps All 0

Al All 1

A2 WOS&DBPedia 1le-2
A2 RCV1-V2 le-4
o All 1

g WOS&DBPedia 1

g RCV1-V2 le-2

Table 7: Hyper-parameter settings

Labels

es [ —
Heath || CT .

(b) Soft Verbalizer

(a) Manual Verbalizer

Labels of one layer

—
Label I
Hierarchy
Constraint Labels of another Ilayer

(c) Hierarchical Verbalizer

Figure 4: Comparison between previous verbalizer de-
sign methods and our HierVerb: (a) Manual Verbalizer.
(b) Soft Verbalizer utilizes learnable vectors for each
label word. (c) Our HierVerb fuzes hierarchical con-
straints into the soft verbalizer, effective for hierarchical
problems.

total as Count;nyalid-
‘We define:
vy=1-2x (

—05) (14)

Countinvalid
Countgorq

F1 and PMicro-F1 obtained from the confusion
matrix to get our final PMacro-F1 and PMicro-F1
so that we can penalize the evaluation score to get a
fairer evaluation when the model smartly predicts a
particularly large number of labels that do not form
a complete path, considering that we are building
confusion matrix based on the path. Figure 5 shows
the inconsistency problem.

where a = and multiply v with PMacro-

C Performance Gap between Different
Models

The performance gap on three datasets between dif-
ferent models is clearly shown in Figure 6-8. The
gap keeps growing as the shots become fewer. It
can be clearly seen that both HierVerb’s Micro-F1
and Macro-F1 change very slightly from 1 to 16
shots on DBPedia while other models are particu-
larly dependent on the increase of labeled training
samples.

D Complete Consistency Experiments

We further conduct consistency experiments on
two other datasets. The results are shown in Ta-
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Figure 5: An example of taxonomic hierarchy for HTC. Assume we have an input sentence to predict, then we
have (a) Golden labels of the input sentence, (b) and (c) Predicted labels lead to "label path inconsistency", and (d)
Correctly predict all the labels in the path consisting of the node set {1,3,7}. We pick out these predicted labels in
(c) that cannot form a complete path with any other predicted labels and record them as Y;yq1:4={1,3,10}, then we
calculate the size of the set Y;,,,41:4 and add it to Count;y,yalid-

DBPedia RCV1-V2
K Method PMicro-F1 PMacro-F1 CMicro-F1 CMacro-F1 PMicro-F1 PMacro-F1 CMicro-F1 CMacro-F1
Ours 83.56 77.96 89.80 81.78 - - 39.41 5.16
1 HPT 61.08 57.80 82.84 66.99 - - 21.92 2.87
HGCLR 0.0 0.0 28.05 0.24 - - 23.26 1.04
Vanilla FT 0.0 0.0 28.08 0.24 - - 19.37 1.02
Ours 88.58 86.35 93.61 88.96 - - 45.11 12.32
2 HPT 82.36 81.41 92.31 86.43 - - 38.24 7.00
HGCLR 54.55 3.72 67.70 26.41 - - 24.24 0.89
Vanilla FT 53.83 3.71 67.72 26.89 - - 23.60 0.81
Ours 91.90 91.38 95.74 92.87 - - 54.67 23.80
4 HPT 87.61 87.04 94.50 90.42 - - 50.68 20.54
HGCLR 55.34 3.76 67.54 28.60 - - 44,74 9.02
Vanilla FT 55.15 3.74 67.44 28.32 - - 22.42 0.63

Table 8: Consistency experiments on the DBPedia and RCV1-V2 datasets using two path-constraint metrics.
PMicro-F1 and PMacro-F1 are our proposed path-based consistency evaluation P-metric. Since the label distribution
of the original test set of RCV1-V2 is not mandatory-leaf in H while WOS and DBPedia are, we use only C-metric
on RCV1-V2 to evaluate the consistency performance. We report the mean F1 scores (%) over 3 random seeds.
Bold: best results. All experiments use their respective metrics as a signal for early stopping.

Micro F1 performance on WOS dataset Macro F1 performance on WOS dataset
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2
)
Macro-F1

30
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—=— Hierverb

a 4 8 16
shot shot

(a) (b)

Figure 6: Performance gap on WOS dataset

ble 8. In all experiments, HGCLR and Vanilla FT
consistently perform poorly on both P-Metric and
C-Metric, while HierVerb and HPT achieved rela-
tively high results, indicating that the prompt-based
method can better use the prior knowledge in the
pre-trained model to elicit potential semantic asso-
ciations between natural language texts of all labels
belonging to the same path.

Micro-F1

Micro F1 performance on DBP dataset

Macro-F1

Macro F1 performance on DBP dataset
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Figure 7: Performance gap on DBPedia dataset

Micro F1 performance on RCV1 dataset
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Figure 8: Performance gap on RCV1-V2 dataset
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