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Abstract

Video multimodal fusion aims to integrate mul-
timodal signals in videos, such as visual, au-
dio and text, to make a complementary predic-
tion with multiple modalities contents. How-
ever, unlike other image-text multimodal tasks,
video has longer multimodal sequences with
more redundancy and noise in both visual and
audio modalities. Prior denoising methods like
forget gate are coarse in the granularity of noise
filtering. They often suppress the redundant
and noisy information at the risk of losing
critical information. Therefore, we propose
a denoising bottleneck fusion (DBF) model for
fine-grained video multimodal fusion. On the
one hand, we employ a bottleneck mechanism
to filter out noise and redundancy with a re-
strained receptive field. On the other hand, we
use a mutual information maximization mod-
ule to regulate the filter-out module to pre-
serve key information within different modali-
ties. Our DBF model achieves significant im-
provement over current state-of-the-art base-
lines on multiple benchmarks covering multi-
modal sentiment analysis and multimodal sum-
marization tasks. It proves that our model can
effectively capture salient features from noisy
and redundant video, audio, and text inputs.
The code for this paper is publicly available at
https://github.com/WSXRHFG/DBF.

1 Introduction

With the rapid development of social platforms and
digital devices, more and more videos are flooding
our lives, which leads video multimodal fusion an
increasingly popular focus of NLP research. Video
multimodal fusion aims to integrate the information
from two or more modalities (e.g., visual and audio
signals) into text for a more comprehensive reason-
ing. For example, multimodal sentiment analysis
(Poria et al., 2020) utilizes contrast between tran-
script and expression to detect sarcam, multimodal
summarization (Sanabria et al., 2018) complete
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summary with information only exists in visual
signal.

However, as shown in the Figure 1, there ex-
ist plenty of redundancy and noise in video mul-
timodal fusion: 1) high similarity across consec-
utive frames brings video redundancy; 2) useless
information, such as the distracting background, in-
troduces frame noise; 3) weak alignment between
visual stream and text also introduces misalignment
noise. To alleviate the problem of redundancy and
noise in video multimodal fusion, Liu et al. (2020)
control the flow of redundant and noisy informa-
tion between multimodal sequences by a fusion
forget gate. The fusion forget gate impairs the im-
pact of noise and redundancy in a coarse grain of
the whole modality, so it will also filter out some
representative information in the filtered modality.

In order to remove noise and redundancy while
preserving critical information in video multimodal
fusion, we propose a denoising fusion bottleneck
(DBF) model with mutual information maximiza-
tion (MI-Max). Firstly, inspired by Nagrani et al.
(2021), we introduce a bottleneck module to re-
strict the redundant and noisy information across
different modalities. With the bottleneck module,
inputs can only attend to low-capacity bottleneck
embeddings to exchange information across differ-
ent modalities, which urges redundant and noisy
information to be discarded. Secondly, in order to
prevent key information from being filtered out, we
adopt the idea of contrastive learning to supervise
the learning of our bottleneck module. Specifically,
under the noise-contrastive estimation framework
(Gutmann and Hyviérinen, 2010), for each sample,
we treat all the other samples in the same batch as
negative ones. Then, we aim to maximize the mu-
tual information between fusion results and each
unimodal inputs by distinguishing their similarity
scores from negative samples. Two aforementioned
modules complement each other, the MI-Max mod-
ule supervises the fusion bottleneck not to filter out
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Figure 1: An example of redundancy and noise in a video. As illustrated, consecutive frames have high cosine
similarity, which results in a problem of redundancy. In addition, useless information like distracting background
and weak alignment between frames and transcripts compose noises in videos.

key information, and in turn, the bottleneck reduces
irrelevant information in fusion results to facilitate
the maximization of mutual information.

We conduct extensive experiments on three
benchmarks spanning two tasks. MOSI (Zadeh
et al., 2016) and MOSEI (Zadeh et al., 2018b)
are two datasets for multimodal sentiment anal-
ysis. How?2 (Sanabria et al., 2018) is a benchmark
for multimodal summarization. Experimental re-
sults show that our model achieves consistent im-
provements compared with current state-of-the-art
methods. Meanwhile, we perform comprehensive
ablation experiments to demonstrate the effective-
ness of each module. In addition, we visualize
the attention regions and tensity to multiple frames
to intuitively show the behavior of our model to
reduce noise while retaining key information im-
plicitly.

Concretely, we make the following contributions:
(i) We propose a denoising bottleneck fusion model
for video multimodal fusion, which reduces redun-
dancy and noise while retaining key information.
(i1) We achieve new state-of-the-art performance on
three benchmarks spanning two video multimodal
fusion tasks. (iii) We provide comprehensive abla-
tion studies and qualitative visualization examples
to demonstrate the effectiveness of both bottleneck
and MI-Max modules.

2 Related Work

We briefly overview related work about multimodal
fusion and specific multimodal fusion tasks includ-
ing multimodal summarization and multimodal sen-
timent analysis.

2.1 Video Multimodal Fusion

Video multimodal fusion aims to join and compre-
hend information from two or more modalities in
videos to make a comprehensive prediction. Early
fusion model adopted simple network architectures.
Zadeh et al. (2017); Liu et al. (2018a) fuse features
by matrix operations; and Zadeh et al. (2018a)
designed a LSTM-based model to capture both
temporal and inter-modal interactions for better
fusion. More recently, models influenced by preva-
lence of Transformer (Vaswani et al., 2017) have
emerged constantly: Zhang et al. (2019) injected vi-
sual information in the decoder of Transformer by
cross attention mechanism to do multimodal trans-
lation task; Wu et al. (2021) proposed a text-centric
multimodal fusion shared private framework for
multimodal fusion, which consists of the cross-
modal prediction and sentiment regression parts.
And now vision-and-language pre-training has be-
come a promising practice to tackle video multi-
modal fusion tasks. (Sun et al., 2019) firstly extend
the Transformer structure to video-language pre-
training and used three pre-training tasks: masked
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language prediction, video text matching, masked
video prediction.

In contrast to existing works, we focus on the
fundamental characteristic of video: audio and vi-
sual inputs in video are redundant and noisy (Na-
grani et al., 2021) so we aim to remove noise and
redundancy while preserving critical information.

2.2 Video Multimodal Summarization

Video multimodal summarization aims to generate
summaries from visual features and corresponding
transcripts in videos. In contrast to unimodal sum-
marization, some information (e.g., guitar) only
exists in the visual modality. Thus, for videos, uti-
lization of both visual and text features is necessary
to generate a more comprehensive summary.

For datasets, Li et al. (2017) introduced a mul-
timodal summarization dataset consisting of 500
videos of news articles in Chinese and English.
Sanabria et al. (2018) proposed the How?2 dataset
consists of 2,000 hours of short instructional videos,
each coming with a summary of two to three sen-
tences.

For models, Liu et al. (2020) proposed a mul-
tistage fusion network with a fusion forget gate
module, which controls the flow of redundant in-
formation between multimodal long sequences.
Meanwhile, Yu et al. (2021a) firstly introduced
pre-trained language models into multimodal sum-
marization task and experimented with the optimal
injection layer of visual features.

We also reduce redundancy in video like in (Yu
et al., 2021a). However, we do not impair the im-
pact of noise and redundancy in a coarse grain with
forget gate. Instead, we combine fusion bottleneck
and MI-Max modules to filter out noise while pre-
serving key information.

2.3 Multimodal Sentiment Analysis

Multimodal sentiment analysis (MSA) aims to inte-
grate multimodal resources, such as textual, visual,
and acoustic information in videos to predict varied
human emotions. In contrast to unimodal sentiment
analysis, utterance in the real situation sometimes
contains sarcasm, which makes it hard to make
accurate prediction by a single modality. In addi-
tion, information such as expression in vision and
tone in acoustic help assist sentiment prediction.
Yu et al. (2021b) introduced a multi-label training
scheme that generates extra unimodal labels for
each modality and concurrently trained with the
main task. Han et al. (2021) build up a hierarchical

mutual information maximization guided model to
improve the fusion outcome as well as the perfor-
mance in the downstream multimodal sentiment
analysis task. Luo et al. (2021) propose a multi-
scale fusion method to align different granularity in-
formation from multiple modalities in multimodal
sentiment analysis.

Our work is fundamentally different from the
above work. We do not focus on complex fusion
mechanisms, but take the perspective of informa-
tion in videos, and stress the importance of validity
of information within fusion results.

3 Methodology

Our denoising fusion bottleneck (DBF) model aims
to fuse multimodal inputs from videos to make a
comprehensive prediction. The overall architecture
of DBF is shown in Figure 2. It first employs a
fusion bottleneck module with a restrained recep-
tive field to filter out noise and redundancy when
fusing different modalities in videos. Then, DBF
maximizes mutual information between fusion re-
sults and unimodal inputs to supervise the learning
of the fusion bottleneck, aiming to preserve more
representative information in fusion results.

3.1 Problem Definition

In video multimodal fusion tasks, for each video,
the input comprises three sequences of encoded
features from textual (¢), visual (v), and acoustic
(a) modalities. These input features are represented
as X, € RimXdm where m € {t,v,a}, and [,
and d,,, denote the sequence length and feature di-
mension for modality m, respectively. The goal of
DBF is to extract and integrate task-related infor-
mation from these input representations to form a
unified fusion result Z € R*?. In this paper, we
evaluate the quality of the fusion result Z on two
tasks: video multimodal sentiment analysis and
video multimodal summarization.

For sentiment analysis, we utilize Z to predict
the emotional orientation of a video as a discrete
category g from a predefined set of candidates C

g = argmax, ¢ Po(y; | Z), (D
or as a continuous intensity score §j € R

where O denotes the model parameters.
For summarization, we generate a summary se-
quence S = (s1, ..., s;) based on Z:

S = argmaxg Pg(S | Z). 3)
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Figure 2: Overview of our denoising fusion bottleneck (DBF) model. It consists of N Transformer layers to encode
videos and texts, and M Transformer layers with fusion bottlenecks for multimodal fusion. We incorporate a
mutual information maximization (MI-Max) InfoNCE loss to regulate the bottleneck module, aiming to preserve

key information in both modalities from being filtered.

3.2 Fusion Bottleneck

As shown in Figure 2, we first employ a fusion
bottleneck with a restrained receptive field to per-
form multimodal fusion and filter out noise and
redundancy in videos. Specifically, fusion bottle-
neck forces cross-modal information flow passes
via randomly initialized bottleneck embeddings
B € Rl*4m with a small sequence length, where
d,, denotes dimension of features and [, < [. The
restrained receptive field of B forces model to col-
late and condense unimodal information before
sharing it with the other modalities.

With a small length [, embedding B acts like
a bottleneck in cross-modal interaction. In the fu-
sion bottleneck module, unimodal features cannot
directly attend to each other and they can only at-
tend to the bottleneck embeddings B to exchange
information in it. Meanwhile, the bottleneck can
attend to all of the modalities, which makes infor-
mation flow across modalities must pass through
the bottleneck with a restrained receptive field. The
fusion bottleneck module forces the model to con-
dense and collate information and filter out noise
and redundancy.

Specifically, in the fusion bottleneck module,
with bottleneck embeddings B and unimodal fea-
tures X,,,, the fusion result is calculated as follows:

[Xf,flﬂB,l,;'l] = Transformer([XélHBl]), )

B!l = Mean(BH), 5)

where [ denotes the layer number and || denotes
the concatenation operation. As shown in Equation
4 and 5, each time a Transformer layer is passed,
bottleneck embedding B is updated by unimodal
features. In turn, unimodal features integrate con-
densed information from other modalities through
bottleneck embeddings B. Finally, we output the
text features X/ of the last layer L, which are
injected with condensed visual and audio informa-
tion, as the fusion result.

3.3 Fusion Mutual Information Maximization

The fusion bottleneck module constrains informa-
tion flow across modalities in order to filter out
noise and redundancy. However, it may result in
loss of critical information as well when fusion bot-
tleneck selects what information to be shared. To
alleviate this issue, we employ a mutual informa-
tion maximization (MI-Max) module to preserve
representative and salient information from redun-
dant modalities in fusion results.

Mutual information is a concept from infor-
mation theory that estimates the relationship be-
tween pairs of variables. Through prompting the
mutual information between fusion results Z and
multimodal inputs X,,, we can capture modality-
invariant cues among modalities (Han et al., 2021)
and keep key information preserved by regulating
the fusion bottleneck module.

Since direct maximization of mutual informa-
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tion for continuous and high-dimensional variables
is intractable (Belghazi et al., 2018), we instead
minimize the lower bound of mutual information
as Han et al. (2021) and Oord et al. (2018). To be
specific, we first construct an opposite path from
Z to predict X,,, by an MLP F. Then, to gauge
correlation between the prediction and X ,,, we use
a normalized similarity function as follows:

F(Z) >
IF@)I*/

X
sim(X,,, Z) = exp < RO
1 X *

where F generates a prediction of X, from Z, ||-||?
is the Euclidean norm, and ® denotes element-wise
product. Then, we incorporate this similarity func-
tion into the noise-contrastive estimation frame-
work (Gutmann and Hyvérinen, 2010) and produce
an InfoNCE loss (Oord et al., 2018) which reflects
the lower bound of the mutual information:

sim(xfn 7.7-'(Z))

e
L =—FE lo
NCE X2 |08 S im(ak, F(2))
k=1¢€
(7N
where z,, = {:%1, e ,a?K} is the negative uni-

modal inputs that are not matched to the fusion
result Z in same batch. Finally, we compute loss
for all modalities as follows:

Lnce = o(L50s + L58 + L3L) (®)

where « is a hyper-parameter that controls the im-
pact of MI-Max.

By minimizing £ncg, on the one hand, we max-
imize the lower bound of the mutual information
between fusion results and unimodal inputs; on
the other hand, we encourage fusion results to re-
versely predict unimodal inputs as well as possible,
which prompts retaining of representative and key
information from different modalities in fusion re-
sults.

4 Experiments

4.1 Tasks, Datasets, and Metrics

‘We evaluate fusion results of DBF on two video
multimodal tasks: video multimodal sentiment
analysis and video multimodal summarization.

Video Multimodal Sentiment Analysis Video
multimodal sentiment analysis is a regression task
that aims to collect and tackle data from multiple
resources (text, vision and acoustic) to compre-
hend varied human emotions. We do this task on

MOSI (Zadeh et al., 2016) and MOSEI (Zadeh
et al., 2018b) datasets. The MOSI dataset contains
2198 subjective utterance-video segments, which
are manually annotated with a continuous opin-
ion score between [-3, 3], where -3/43 represents
strongly negative/positive sentiments. The MOSEI
dataset is an improvement over MOSI, which con-
tains 23453 annotated video segments (utterances),
from 5000 videos, 1000 distinct speakers and 250
different topics.

Following (Hazarika et al., 2020), we use the
same metric set to evaluate sentiment intensity pre-
dictions: MAE (mean absolute error), which is
the average of absolute difference value between
predictions and labels; Corr (Pearson correlation)
that measures the degree of prediction skew; Acc-7
(seven-class classification accuracy) ranging from
-3 to 3; Acc-2 (binary classification accuracy) and
F1 score computed for positive/negative and non-
negative/negative classification results.

Video Multimodal Summarization The sum-
mary task aims to generate abstractive summa-
rization with videos and their corresponding tran-
scripts. We set How?2 dataset (Sanabria et al.,
2018) as benchmark for this task, which is a large-
scale dataset consists of 79,114 short instructional
videos, and each video is accompanied by a human-
generated transcript and a short text summary.

Following (Yu et al., 2021a), to evaluate sum-
marization, we use metrics as follows: ROUGE
(Lin and Hovy, 2003) (ROUGE-1, 2, L) and BLEU
(Papineni et al., 2002) (BLEU-1, 2, 3, 4), which cal-
culate the recall and precision of n-gram overlaps,
respectively; METEOR (Denkowski and Lavie,
2011), which evaluates matching degree of word
stems, synonyms and paraphrases; CIDEr (Vedan-
tam et al., 2015) is an image captioning metric
to compute the cosine similarity between TF-IDF
weighted n-grams.

4.2 Experimental Settings

For sentiment analysis task, we use BERT-base (De-
vlin et al., 2018) to encode text input and extract the
[CLS] embedding from the last layer. For acous-
tic and vision, we use COVAREP (Degottex et al.,
2014) and Facet ! to extract audio and facial expres-
sion features. The visual feature dimensions are
47 for MOSI, 35 for MOSEI, and the audio feature
dimensions are 74 for both MOSI and MOSEI.

"https://imotions.com/platform/

2235



Method MOSI

MAE(]) Corr(1) Acc-7(7) Acc-2(1) F1(1)
MulT (Tsai et al., 2019) 0.871 0.698 40.0 -/83.0 -/82.8
TFN (Zadeh et al., 2017) 0.901 0.698 34.9 -/80.8 -/80.7
LMF (Liu et al., 2018b) 0.917 0.695 33.2 -/82.5 -/1824
MFM (Tsai et al., 2018) 0.877 0.706 354 -/81.7 -/81.6
ICCN (Sun et al., 2020) 0.860 0.710 39.0 -/83.0 -/83.0
MISA (Hazarika et al., 2020) 0.783 0.761 42.3 81.8/83.4 81.7/83.6
Self-MM (Yu et al., 2021b) 0.712 0.795 45.8 82.5/84.8 82.7/84.9
MMIMT (Han et al., 2021) 0.700 0.800 46.7 84.2/86.1 84.0/86.0
DBF ‘ 0.693 0.801 44.8 85.1/86.9 85.1/86.9

Table 1: Results of multimodal sentiment analysis on MOSI. t indicates the previous state-of-the-art model.

Method MOSEI

MAE() Corr(t) Acc-7(1) Acc-2(1) F1(1)
MulT (Tsai et al., 2019) 0.580 0.703 51.8 -/82.3 -/82.5
TEN (Zadeh et al., 2017) 0.593 0.700 50.2 -/82.1 -/82.5
LMEF (Liu et al., 2018b) 0.677 0.695 48.0 -/82.1 -/82.0
MFM (Tsai et al., 2018) 0.717 0.706 51.3 -/84.3 -/184.4
ICCN (Sun et al., 2020) 0.565 0.713 51.6 -/84.2 -/84.2
MISA (Hazarika et al., 2020) 0.555 0.756 52.2 83.8/853 83.6/85.5
Self-MM (Yu et al., 2021b) 0.529 0.767 53.5 82.7/85.0 83.0/84.9
MMIMT (Han et al., 2021) 0.526 0.772 54.2 82.2/86.0 82.7/85.9
DBF \ 0.523 0.772 54.2 84.3/86.4 84.8/86.2

Table 2: Results of multimodal sentiment analysis on MOSEIL. T indicates the previous state-of-the-art model.

For summarization, we use BART (Lewis et al.,
2019) as the feature extractor and inject visual infor-
mation in the last layer of the BART encoder. For
vision, a 2048-dimensional feature representation
is extracted for every 16 non-overlapping frames
using a 3D ResNeXt-101 model (Hara et al., 2018),
which is pre-trained on the Kinetics dataset (Kay
et al., 2017). Details of the hyper-parameters are
given in Appendix A. For frameworks and hard-
ware, we use the deep learning framework PyTorch
(Paszke et al., 2017) and Huggingface ? to imple-
ment our code. We use a single Nvidia GeForce
A40 GPU for sentiment analysis experiments and
two for summarization.

4.3 Overall Results

We compare performance against DBF by consid-
ering various baselines as below: For multimodal
sentiment analysis, we compare with MulT (Tsai
etal., 2019), TEN (Zadeh et al., 2017), LMF (Liu

“https://huggingface.co/

et al., 2018b), MFM (Tsai et al., 2018), ICCN (Sun
et al., 2020), MISA (Hazarika et al., 2020), Self-
MM (Yu et al., 2021b) and MMIM (Han et al.,
2021). For multimodal summarization, we com-
pare with HA (Palaskar et al., 2019) MFFG (Liu
et al., 2020) VG-GPLMs (Yu et al., 2021a). Details
of baselines are in Appendix B. The comparative
results for sentiment analysis are presented in Ta-
ble 1 (MOSI) and Table 2 (MOSEI). Results for
summarization are presented in Table 3 (How?2).

We find that DBF yields better or comparable re-
sults to state-of-the-art methods. To elaborate, DBF
significantly outperforms state-of-the-art in all met-
rics on How2 and in most of metrics on MOSI
and MOSEI. For other metrics, DBF achieves very
closed performance to state-of-the-art. These out-
comes preliminarily demonstrate the efficacy of
our method in video multimodal fusion.

From the results, we can observe that our model
achieves more significant performance improve-
ment on summary task than sentiment analysis.
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Method How2

ctho R-1 R2 RL B-1 B2 B3 B-4 METEOR CIDEr
HA (RNN) (Palaskar et al., 2019) | 60.3 42.5 55.7 572 47.7 418 37.5 288 248
HA (TF) (Palaskar et al., 2019) | 60.2 43.1 559 58.6 483 433 38.1 289 251
MFFG (RNN) (Liu et al., 2020) | 62.3 46.1 582 59.1 50.4 451 41.1  30.1 2.69
MFFG (TF) (Liu et al., 2020) | 61.6 45.1 57.4 60.0 50.9 453 413 299 2.67
VG-GPLMs' (Yuetal., 2021a) |68.0 514 633 652 563 504 460  34.0 328
DBF 70.1 547 66.0 67.2 589 53.3 49.0 355 3.56

Table 3: Results of multimodal summarization task on How2. The { indicates the previous state-of-the-art model.

We denote ROUGE and BLEU by R and B respectively.

Model MOSI MOSEI
MAE (}) F1.(1) MAE (1) F1(1)

1) Ours 0.693 85.07 / 86.88 0.523 84.78 / 86.19
2) (-) MI-Max 0.697 83.08 /85.28 0.536 80.94 / 85.58
3) (-) bottleneck 0.750 82.84 /83.63 0.537 77.52/83.81
4) (-) Language [ 1.391 55.54/54.95 0.817 67.63 / 64.01
5) (-) Visual v 0.700 82.78 /84.33 0.541 78.42 /1 84.05
6) (-) Audio a 0.720 83.02/85.86 0.536 80.22/ 85.02
7) Visual-based 1.372 57.06/57.83 0.536 83.41/85.47
8) Audio-based 1.194 67.95/70.49 0.537 83.80/85.76

Table 4: Results of ablation study. (-) represents removal for the mentioned factors. Model 1 represents the best
performing model in each dataset; Model 2,3 presents the effect of MI module and bottleneck module; Model 4,5,6
depicts the effect of individual modalities; Model 7,8 presents the variants of our model as defined in Section 4.4.

There could be two reasons for this: 1) the size
of two datasets is small, yet DBF requires a suffi-
cient amount of data to learn noise and redundancy
patterns for this type of video. 2) Visual features
are extracted by Facet on sentiment analysis task
and more 3D ResNeXt-101 on summary task re-
spectively. Compared to sentiment analysis task,
summary task employ a more advanced visual ex-
tractor and DBF is heavily influenced by the quality
of visual features.

4.4 Ablation Study

Effect of Fusion Bottleneck and MI-Max As
shown in Table 4, we first remove respectively
MI-Max module and exchange fusion bottleneck
module with vanilla fusion methods to observe the
effects on performance. We observe that fusion
bottleneck and MI-Max both help better fusion
results, and the combination of them further im-
proves performance, which reflects the necessity of
removing noise while maintaining representative
information.

Effect of Modalities Then we remove one modal-
ity at a time to observe the effect on performance.
Firstly, we observe that the multimodal combina-
tion provides the best performance, indicating that
our model can learn complementary information
from different modalities. Next, we observe that
the performance drops sharply when the language
modality is removed. This may be due to the fact
that text has higher information density compared
to redundant audio and visual modalities. It ver-
ifies two things: 1) It is critical to remove noise
and redundancy to increase information density of
visual and audio modalities when doing fusion. 2)
Text-centric fusion results may help improve per-
formance on multimodal summary and sentiment
analysis tasks.

Effect of Center Modality As mentioned above,
text-centric fusion results tend to perform better as
low information intensity and high redundancy in
other modalities. Thus, we evaluate fusion results
based on acoustic and vision modality respectively
on downstream tasks. We observe an obvious de-
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Figure 3: Comparison of Grad-CAM visualizations of baseline method VG-GPLMs (Yu et al., 2021a) (top) and
DBF (bottom). In contrast to even attention to different frames of the baseline method, DBF ignores redundancy and
noise in consecutive frames and highly focuses on the key information (pouring wine in this example) in a particular

frame.

cline in performance when audio or visual modality
is used as the central modality.

4.5 Case Study

In this section, we first calculate standard devia-
tion and normalized entropy over visual attention
scores in the Grad-CAM heatmaps (Selvaraju et al.,
2017) for DBF and baseline method VG-GPLMs
(Yu et al., 2021a) respectively. These two metrics
show the sharpness of visual attention scores, in-
dicating whether the model focuses more on key
frames and ignores redundant content. Then, we
compute visualizations on Grad-CAM heatmaps
acquired before to show the ability of DBF to filter
out redundancy and preserve key information.

Statistics of Visualization Results Grad-CAM
is a visualization method of images, it obtains vi-
sualization heatmaps by calculating weights and
gradients during backpropagation, and in this paper
we extend Grad-CAM to videos. Further, to quan-
tify this sharpness of visual attention, we calculate
standard deviation and normalized entropy on Grad-
CAM heatmaps over the test split on How2 dataset.
For results, DBF gets 0.830, 0.008, baseline gets
0.404, 0.062 in deviation and normalized entropy
respectively. DBF holds a higher deviation and
lower entropy, which indicates sharper visual at-
tention maps to discriminate redundancy and key
frames.

Visualization Example Figure 3 provides Grad-
CAM visualizations of DBF and baseline method.
As we can see, DBF has more sharp attention over
continuous frames and ignores redundancy while
preserving critical information in visual inputs.

5 Conclusion

In this paper, we propose a denoising video multi-
modal fusion system DBF which contains a fusion
bottleneck to filter out redundancy with noise, a
mutual information module to preserve key infor-
mation in fusion results. Our model alleviates re-
dundancy and nosie problem in video multimodal
fusion and makes full use of all representative infor-
mation in redundant modalities (vision and acous-
tic). In the experiments, we show that our model
significantly and consistently outperforms state-of-
the-art video multimodal models. In addition, we
demonstrate that DBF can appropriately select nec-
essary contents and neglect redundancy in video by
comprehensive ablation and visualization studies.

In the future, we will explore the following di-
rections: (1) We will try to extend the proposed
DBF model to more multimodal fusion tasks such
as humor detection. (2) We will incorporate vision-
text pretraining backbones into our DBF model to
further improve its performance.

Limitations

First, limited by the category of video multimodal
fusion tasks, we do not perform experiments on
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more tasks to better validate the effectiveness of
our method, and we hope to extend our model
to more various and complete benchmarks in fu-
ture work. Secondly, as shown in Section 4.3, our
model achieves relatively slight performance im-
provement on sentiment analysis task. For rea-
sons, our model may be dependent on the scale
of datasets to learn noise and redundancy patterns
in video, which needs to be further improved and
studied.
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Appendix
A Hyper-parameters

We set hyper-parameters as shown in Table 5 for
best performance. For optimization, we utilize the
Adam optimizer with warmup. The training dura-
tion of each model is governed by early-stopping
strategy with a patience of 10 epochs.

Hyper-Parameter MOSI MOSEI How2
Batch size 32 96 80
Bottleneck length 2 4 8
Num of bottleneck layers 4 4 4

o 005 0.1 0.1

Learning rate npgp 2e-05 2e-03 3e-04
Learning rate ngackbone  1€-04  S5e-05  6e-05
Fusion size 128 128 768

Table 5: Hyper-parameters for the best performance.
NBackbone denotes the learning rate of parameters of the
backbone pretrained model. 7pgg denotes the learning
rate of new parameters introduced by our DBF model.

B Baselines
For multimodal sentiment analysis:

MulT (Tsai et al., 2019) : a multimodal trans-
former architecture model with directional pairwise
cross-attention, which translates one modality to
another.

TFN (Zadeh et al., 2017) based on tensor outer
product to capture multiple-modal interactions.

LMF (Liu et al., 2018b) : an advanced version

of TFN model.

MFM (Tsai et al., 2018) : a model that factorizes
representations into two sets of independent factors:
multimodal discriminative and modality-specific
generative factors.

ICCN (Sun et al., 2020) : an adversarial encoder-
decoder classifier framework-based model to learn
a modality-invariant embedding space.

MISA (Hazarika et al., 2020) projects each
modality to two distinct subspaces.

Self-MM (Yu et al., 2021b) propose a label gen-
eration module based on the self-supervised learn-
ing strategy to acquire independent unimodal su-
pervision.

MMIM (Han et al., 2021) hierarchically max-
imizes the mutual information in unimodal input
pairs and between multimodal fusion result and
unimodal input.

For multimodal summarization, We compare
DBF with the following baselines:

HA (Palaskar et al., 2019) : a sequence-to-
sequence multimodal fusion model with hierarchi-
cal attention.

MFFG (Liu et al., 2020) : a multistage fusion
network with the fusion forget gate module, which
controls the flow of redundant information between
multimodal long sequences via a forgetting mod-
ule.

VG-GPLMs (Yu et al., 2021a) : a BART-based
and vision guided model for multimodal summa-
rization task, which use attention-based add-on lay-
ers to incorporate visual information.
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