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Abstract

Despite advances in large pre-trained neural
language models, they are prone to gener-
ating toxic language, which brings security
risks to their applications. We introduce MIL-
Decoding, which detoxifies language models
at token-level by interpolating it with a trained
multiple instance learning (MIL) network. MIL
model is trained on a corpus with a toxicity la-
bel for each text to predict the overall toxicity
and the toxicity of each token in its context.
Intuitively, the MIL network computes a toxi-
city distribution over next tokens according to
the generated context which supplements the
original language model to avoid toxicity. We
evaluate MIL-Decoding with automatic metrics
and human evaluation, where MIL-Decoding
outperforms other baselines in detoxification
while it only hurts generation fluency a little
bit.

1 Introduction

Trained on huge amount of text corpora,
Transformer-based (Vaswani et al., 2017) pre-
trained language models (LMs) have led to a wave
of advances in natural language generation tasks
(Radford et al. (2019); Lewis et al. (2019); Roberts
et al. (2019)). However, these LMs are capable of
generating offensive content, racist, or otherwise
toxic language (Holtzman et al., 2019) which bring
security risks to the application in NLP systems.
To enable safe use and deployment of language
model, it is necessary to undertake effective steps
to mitigate toxic text generation.

We examine the public comments provided in
Jigsaw Toxic Comment Classification Challenge
Dataset1 (Jigsaw) containing over 200K comments
that were labeled as toxic. In most cases, sev-
eral spans of harmful text cause the toxicity of the
whole comment. In the example given in Table 1,

1https://www.kaggle.com/c/jigsaw-toxic-comment-
classification-challenge/

[Comment]
The only people who seem to give a crap about
that stupid book are people like you who cite it as
a pretense to claims of victimhood at the hands
of those people. That’s the only reason it’s ever
discussed.
[...]

Table 1: A toxic comment example in Jigsaw Toxic
Comment Classification Challenge Dataset. The red
tokens indicate the spans in the comment that induce
toxicity.

most of the content can be viewed as an emotional
venting, not going up to toxicity. However,"crap"
and "stupid" in this comment make it offensive.

Prior studies (Gehman et al., 2020) attempt to
filter out a specific word list at the decoding stage,
which cannot achieve an obvious effect on miti-
gating toxicity in the generated text. Approaches
like DEXPERTS (Liu et al., 2021) change the LM
output distribution for detoxification with outside
expert LMs, making it hard for explanation. We
believe each token has a prior probability whether
it can cause toxicity, however, whether it is actually
toxic also depends on its context. Words like stupid,
crime, rubbish, etc are neural, but can become of-
fensive given certain context, as in the example
in Table 1. These words are not supposed to be
filtered out directly, while they have more potential
to cause toxicity than some milder words.

Therefore, we present MIL-Decoding, a token-
level detoxification in consideration of the contex-
tual information with a multiple instance learning
(MIL) neural network. At each decoding step, our
proposed method uses a MIL network to score the
retrieved tokens conditioned on the token itself
and its contextual information. The MIL network
predicts the toxicity of the token’s occurrence in
the generated context to compute an extra toxicity
distribution over candidate tokens to avoid toxic
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generation. At inference time, we combine the tox-
icity distribution and the original LM probability
distribution at each time step to determine which
token to generate.

We conduct experiments conditioned on two
widely-used datasets: RealToxicityPrompts
(Gehman et al., 2020) and a QA-dataset provided
by Solaiman and Dennison (2021). Experi-
mental results show that our MIL-Decoding
method achieves faster decoding speed than other
decoding-time methods, while it outperforms
all other detoxification methods in reducing
toxic text generation. We further verify that
MIL-Decoding can mitigate toxicity conditioned
on either nontoxic or toxic prompts.

In summary, the contributions of our work are as
follows:

• We propose MIL-Decoding that introduces
a trained MIL network to help avoid toxic
generation.

• Quantitative and qualitative analysis verify the
effectiveness and efficiency of our proposed
method.

• We demonstrate that our MIL network can
help analyze toxicity in tokens.

2 Background

2.1 Multiple Instance Learning (MIL)

In the classical supervised learning problem, one
aims at finding a model that predicts a label y, for
a given instance x ∈ RD. In the case of MIL
problem, however, one deals with the problems
where labels are associated with a bag of instances,
X = {x1, x2, x3, ..., xk}, while instance labels are
unobserved. In the original MIL problem settings,
different instances in one bag exhibit neither depen-
dency nor ordering among each other. Subsequent
work relaxed this assumption and made it more
suitable for the tasks in combination with neural
networks. MIL technology has been applied to sen-
timent analysis (Wang and Wan (2018); Angelidis
and Lapata (2018)), and we propose a method to
control text generation with it.

2.2 Detoxifying LM

Although large-scale pre-trained LMs (Wick et al.
(2020); Keskar et al. (2019a); Raffel et al. (2019))
have demonstrated excellent performance in many

NLP tasks, recent studies show that LMs can gener-
ate toxic and biased language (Kumar et al., 2022).

Pre-trained LMs predict the probability distribu-
tion over next token to be generated: Pθ(xi|x1:i−1).
Control codes can be used to enlighten LMs the
desirable attributes we need in generated output.
Class-conditional language models (CC-LMs) like
Ctrl (Keskar et al., 2019b) guide language models
to generate with an attribute variable, modeling as
Pθ(xi|x1:i−1, c), where variable c is used as a con-
trol code. Qian et al. (2022) and Clive et al. (2021)
introduce prefix-tuning in steering text generation
with a control prefix.

In addition to detoxifying directly with control
codes, previous studies (Yang and Klein (2021);
Dathathri et al. (2019)) propose methods steer-
ing generation at decoding stage. Methods based
on weighted decoding (Holtzman et al. (2018);
Ghazvininejad et al. (2017)) manipulate the output
distribution at the inference stage without modi-
fying the original pre-trained LM. With applica-
tion of Bayesian factorization, the problem can
be transferred into maximizing the product of
Pθ(xi|x1:i−1) and Pθ(c|x1:i):

Pθ(x1:i|c) ∝ Pθ(xi|x1:i−1)Pθ(c|x1:i) (1)

Moreover, recent studies further paid attention
to how LMs produce toxicity and the problems
with existing detoxification methods. Research has
demonstrated that detoxification methods lie in the
trade-off between detoxification effectiveness and
language model quality (Wang et al., 2022). More-
over, detoxifying LMs with existing methods also
risks exacerbating bias against marginalized groups
(Xu et al., 2021). Hartvigsen et al. (2022) proposed
TOXIGEN, an extra prompt dataset, which aims
to help mitigate the bias. Sridhar and Yang (2022)
introduced external expert knowledge to help en-
hance text generation models to explain toxicity in
pre-trained LMs.

3 Methodology

The core idea of MIL-Decoding is to enhance the
LM probability distribution with a MIL network
that computes a toxicity score. In section 3.1, we
first introduce the MIL network architecture and
analyze the toxicity score produced by the network.
And then, we provide a detailed description of our
approach MIL-Decoding in section 3.2.
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Figure 1: Our proposed MIL network. The model en-
codes the original word embedding with a GRU network
and evaluate the token toxicity before calculating a total
classification result.

3.1 MIL Network
For a given text with m tokens C =
(w1, w2, ..., wm) and a toxicity label y ∈ {0, 1},
the MIL model computes the toxicity of each to-
ken, and predicts the label according to the toxicity
of tokens. In our network, token embeddings are
encoded with a bidirectional GRU layer so that to-
ken representation is not merely based on the token
itself, but also integrates contextual information:

e1, e2, ..., em = GRU(w1, w2, ..., wm) (2)

Toxicity score of each token in the text is computed
with a token classification module containing at-
tention layers and activation function based on the
token representation, represented by function f :

p1, p2, ..., pm = f(e1, e2, ..., em) (3)

Toxicity scores are fed into a document classifier
based on a bidirectional GRU component with at-
tention mechanism, represented by function g:

ypred = g(p1, p2, ..., pm) (4)

With label y as the ground truth, the CE loss be-
tween ypred and y is used to optimize the MIL
model. Figure 1 illustrates our network architecture.
Compared with previous methods, MIL network
learns to combine the prior toxicity probability of
tokens and its contextual information to assign tox-
icity score for each token.

Figure 2 shows an example of MIL model an-
alyzing a tokenized sequence "T ucker and Paul
are total bad ass m of o ’s . <eos>". Some of the
tokens have a toxicity score of 0, which indicates

Figure 2: An example of toxicity score evaluated by
the MIL model. Given a toxic sentence "Tucker and
Paul are total bad ass mofo’s. ", it is tokenized by a
GPT-2 tokenizer into "T ucker and Paul are total bad
ass m of o ’s . <eos>" containing 15 tokens. Each token
is assigned a toxicity score with the MIL model. The
blank columns in the bar represent tokens with a toxicity
score of 0.

that they are harmless in this context, while others
are toxic to some extent in the sentence. In this
case, token "ass" is given the highest toxicity score,
while its neighbours "bad" and "m" are also consid-
ered a little toxic. After studying multiple toxicity
score outputs, we find that tokens adjacent to toxic
spans are more likely to have higher toxicity score
due to the influence of toxic context and properties
of GRU encoder. Moreover, token "ucker" is also
assigned high toxicity score probably because it is
often associated with some bad words.

3.2 MIL-Decoding Detoxification

Our approach augments a pre-trained LM with the
MIL network to score the retrieved candidate to-
kens with pre-trained LM parameters remaining
unchanged. At inference time, given a context se-
quence of tokens ct = (w1, w2, ..., wt−1) at time t,
autoregressive LMs (like GPT-2) estimate the distri-
bution over target token wt, noted as PLM (wt|ct).
We adopt a top-k filtering(Fan et al., 2018) method
that preserves the top k tokens with the highest
probability in PLM (wt|ct) to truncate the unreli-
able tail of the probability distribution. Formally,
let q1, q2, ..., qk denote the top-k retrieved tokens
at time t, the MIL network is used to rate the
toxicity of the top-k retrieved tokens by concate-
nating each candidate token qi to the context ct
which produces the potential generated sequence
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Figure 3: An illustration of our proposed detoxification via multiple instance learning. Given top-k tokens retrieved
by pre-trained language model PLM , the candidates are fed into the MIL model to obtain a toxicity score. The final
distribution is computed by interpolating the toxicity distribution with the original LM distribution.

cit+1 = (w1, w2, ..., wt−1, qi) at the next time step.
The MIL model takes cit+1 as the input sequence
and assigns a toxicity score to each token in the
sequence according to the network output:

pi1, p
i
2, ..., p

i
t = f(GRU(cit+1)) (5)

We measure the potential toxicity of token qi with
the output score pit.

As illustrated in section 3.1, tokens tend to have
higher toxicity score conditioned on toxic context.
Some retrieved tokens with a low toxicity score
might be influenced by the generated context. Con-
sidering the sensitivity of the MIL model, we set a
threhold τ to improve generation fluency. After a
softmax operation, toxicity scores p1t , p

2
t , ..., p

k
t are

filtered with τ , where scores less than τ are man-
ually set to 0. Toxicity scores constitute a toxicity
distribution Ptoxicity after a renormalization with
softmax. The last step is to interpolate the toxicity
distribution Ptoxicity with the LM distribution PLM

with a tuned hyper-parameter λ and normalize to
produce the final distribution we use to sample the
next token (Khandelwal et al., 2019):

P (y|x) = softmax(PLM (y|x)− λPtox.(y|x))
(6)

Figure 3 illustrates the overall procedure of MIL-
Decoding. The probability distribution of language
model PLM is used to guarantee fluency, while the
toxicity distribution is used to avoid toxicity.

4 Experiments

We use GPT-2 medium as our base pre-trained LM.
Following Gehman et al. (2020), we run experi-

ments to evaluate the problem of toxic degeneration
given a prompt context. We discuss the evaluation
setup, experimental results and pros and cons of
our proposed method2.

4.1 Baselines

Domain-adaptive pre-training (DAPT; Guru-
rangan et al., 2020) DAPT attempts to control text
generation by finetuning pre-trained LMs on non-
toxic corpus that are human-annotated. However,
DAPT does not make use of toxic text to guide LMs
what not to generate. Using the same training data
as our proposed method, we continue pre-training
the base LM on the nontoxic corpus of Jigsaw
dataset which contains about 2M items.

Plug-and-Play language models (PPLM;
Dathathri et al., 2019) PPLM updates the hidden
representation with gradients per time step using
gradients from a discriminator to control the
generation procedure. PPLM steers the generation
to our desirable direction, but risk hurting text
fluency and generation efficiency. We use the
trained classifier model provided by Dathathri et al.
(2019), following the implementation in Gehman
et al. (2020).

Generative discriminator (GeDi; Krause et al.,
2020) GeDi achieves strong performance by us-
ing a class-conditional language model (CC-LM)
as discriminator to compute the probability con-
trast between desired control code and anti-control

2The codes are available at
https://github.com/pkulcwmzx/Detoxification
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code. We implement this baseline with the model
released by the authors with recommended hyper-
parameters.

Decoding-Time Controlled Text Generation
with Experts and Anti-Experts (DEXPERTS;
Liu et al., 2021) DEXPERTS directly combines
probability distribution from an expert LM and an
anti-expert LM which model text with desirable
and undesirable attributes. DEXPERTS leverages
the toxic corpus at the cost of introducing an expert
and an anti-expert finetuned on human-annotated
corpus. Tokens only get high probability if they are
considered likely by the experts and unlikely by
the anti-experts. We use the expert and anti-expert
models released by the author with recommended
hyper-parameters.

4.2 Datasets

We conduct experiments on two datasets. RealTox-
icityPrompts (Gehman et al., 2020) is extracted
from sentences in OPENWEBTEXT CORPUS
(Gokaslan and Cohen, 2019), a large English cor-
pus of web text that consists of 100K prompts. We
randomly sampled 10K prompts from RealToxi-
cityPrompts for evaluation, since the test time of
some baselines is extremely long. Another subset
of the prompts is chosen as the validation set to
determine the hyper-parameters in the model.

Solaiman and Dennison (2021) has studied the
toxicity of language models under different sen-
sitive topics with a QA-dataset containing ques-
tion prompts for evaluation using question-answer
format. Publicly available test set contains 40
prompts divided into eight sensitive topic cate-
gories (5 prompts each): Abuse, Violence, and
Threat; Health; Human Characteristics and Behav-
ior; Injustice and Inequality; Political Opinion and
Destabilization; Relationships; Sexual Activity and
Terrorism. Organized in the question-answer for-
mat, the QA-dataset contains a variety of sensitive
topics that can induce various potential toxicity.
Since the QA-dataset is relatively small compared
with RealToxicityPrompts, we use it to assist eval-
uating detoxification methods associated with sen-
sitive topics.

4.3 Automatic Evaluation

We evaluate our generated outputs for toxicity, flu-
ency and diversity. Following previous evaluation
methods (Gehman et al., 2020), we characterize
generation toxicity with the toxicity score given by

Perpective API 3, a widely-used toxicity detection
tool. Given a prompt from the dataset, we use the
language model to generate n = 25 continuations
with different detoxification methods, where each
continuation is limited to a maximum length of
20 tokens. We calculate two metrics based on the
output of LM: 1) expected maximum toxicity, the
highest average toxicity score over n = 25 genera-
tions (Exp. Max. Toxicity), and 2) the empirical
probability of generating a continuation with tox-
icity ≥ 0.5 at least once over n = 25 generations
(Toxicity Prob.).

Generation fluency and diversity are measured
using the mean perplexity (Brown et al., 1992) of
generated continuations and the mean number of
distinct n-grams as in the previous research (Liu
et al., 2021) among n = 25 generations for each
prompt.

4.4 Implementation Details

Comments in Jigsaw dataset are filtered by token
number, reserving only those between 5 and 200 in
length. We train the MIL network on the filtered
Jigsaw dataset which contains about 2M nontoxic
items and 250K toxic items for around 65 hours.
Details of MIL architecture is listed in Appendix
A. We use the interpolation weight λ = 2.5 and
the filter threhold τ = 0.1 for our MIL-Decoding
generation. All the generation experiments are con-
ducted on a machine with 8 NVIDIA GTX 2080Ti
GPUs and the MIL network is trained on a GTX
3090 GPU.

4.5 Main Results

Table 2 illustrates main experimental results on Re-
alToxicityPrompts. Our proposed method achieves
a substantial improvement over other baselines in
mitigating toxicity without hurting diversity. Al-
though fluency of generation is hurt a little bit, it is
still within the acceptable range compared to other
baseline results. This decline is probably because
the model is constrained not to generate some toxic
content that fits the context best, which will be
discussed in detail in 5.2. Table 3 demonstrates
a comparison of average inference time consump-
tion per continuation, which is computed by aver-
aging the total inference time in generation with
different detoxification methods on the same GPU.
MIL-Decoding is more time efficient than all other
decoding time baselines, only a little slower than

3https://github.com/conversationai/ perspectiveapi
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Model Toxicity(↓) Fluency(↓) Diversity(↑)
Exp. Max. Toxicity Toxicity Prob. ppl. Dist-1 Dist-2 Dist-3

GPT-2 0.810.02 0.35 34.28 0.61 0.87 0.86
DAPT 0.740.17 0.17 38.34 0.57 0.84 0.84
PPLM 0.780.19 0.19 38.23 0.48 0.79 0.83
GeDi 0.790.26 0.24 53.61 0.63 0.84 0.83

DEXPERTS 0.630.08 0.14 40.25 0.61 0.87 0.86
MIL-Decoding(ours) 0.520.20 0.07 42.13 0.61 0.87 0.89

Table 2: Main results of experiments in detoxifying generations given RealToxicityPrompts (Gehman et al., 2020).
Fluency is measured with perplexity according to a larger GPT-2 model GPT-2 XL as in Liu et al., 2021. Diversity
score is computed with the count of n-gram normalized by the text length. Toxicity is evaluated with a 10K prompts
sampled from RealToxicityPrompts (Gehman et al., 2020). Two metrics are computed 1) the highest average toxicity
score over 25 generations (with standard deviations as subscripts), and 2) the empirical probability of generating at
least 1 toxic continuation for each prompt.

Model Inference Time(sec)
GPT-2 0.012
DAPT 0.013
PPLM 5.777
GeDi 0.413

DEXPERTS 0.478
MIL-Decoding(ours) 0.067

Table 3: Generation time for each continuation of max-
imum length 20 in the toxicity experiments using the
same GPU resource.

DAPT.

4.6 Human Evaluation

In addition to automatic evaluation, we carry out
human evaluation on toxicity and fluency of gen-
erated text to compare baselines with our method.
We randomly sampled 100 prompts from the 10K
subset of RealToxicityPrompts. For each prompt,
we sampled 3 continuations over 25 from texts
generated by each detoxification method, which
results in a total of 300 continuations for each
method. Since the model will finish generation
when a <eos> token is generated, continuations
might have different lengths, some containing only
several punctuation marks. In order for the fairness
in human evaluation, we require all the continua-
tions sampled contain at least 10 tokens. Following
previous human evaluation settings (Krause et al.,
2020), each continuation is evaluated by two an-
notators, who rate fluency on a scale of 1 to 5 (1
being very confused and 5 being very fluent) and
rate toxicity on a scale of 0 to 2 (0 being nontoxic
at all, 1 being mildly toxic and 2 being toxic). An-
notators are told that toxic generation is a rude, dis-

respectful, or unreasonable comment that is likely
to make people leave a discussion , as described in
Perspective API. The final score of each method is
calculated by averaging the ratings of all sampled
items.

As is shown in Table 4, the human evaluation
results are almost consistent with the automatic
evaluation. MIL-Decoding outperforms the base-
lines in reducing toxic generation. Although MIL-
Decoding does not break the trade-off between flu-
ency and toxicity, it provides help for more effec-
tive detoxification.

Model Fluency(↑) Toxicity(↓)
GPT-2 3.76 0.52
DAPT 3.79 0.19
PPLM 3.64 0.30
GeDi 3.02 0.35

DEXPERTS 3.42 0.16
MIL-Decoding(ours) 3.25 0.09

Table 4: The human evaluation results on detoxification
experiments for each method.

4.7 QA-Dataset
Apart from the main results on RealToxici-
tyPrompts, Table 5 reports experimental results
on QA-dataset. MIL-Decoding again outperforms
other baselines in toxicity avoidance at the ex-
pense of a little fluency. Different from RealToxi-
cityPrompts, each prompt in QA-dataset requires
the language model to answer a question closely
related to a sensitive topic, where a right position
needs to be chosen. For example, given the ques-
tion "Are people with mental illness crazy?", the
generation contains a preference: yes, no or I don’t
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Model Toxicity(↓) Fluency(↓) Diversity(↑)
Exp. Max. Toxicity Toxicity Prob. ppl. Dist-1 Dist-2 Dist-3

GPT-2 0.290.16 0.40 9,76 0.63 0.89 0.86
DAPT 0.220.19 0.25 15.56 0.60 0.88 0.86
PPLM 0.320.18 0.25 8.30 0.49 0.82 0.84
GeDi 0.270.21 0.33 12.91 0.64 0.84 0.81

DEXPERTS 0.280.15 0.45 9.20 0.63 0.89 0.86
MIL-Decoding(ours) 0.190.15 0.18 10.92 0.62 0.83 0.81

Table 5: Experimental results of different detoxifying methods on QA-dataset. Toxicity, fluency and diversity of
generations are evaluated with the same automatic metrics as in Table 2.

Model Exp. Max. Toxicity(↓) Toxicity Prob.(↓)
Prompts toxic nontoxic toxic nontoxic
GPT-2 0.610.33 0.810.02 0.34 0.35

MIL-Decoding(ours) 0.430.07 0.520.20 0.07 0.08

Table 6: Toxicity of of generations conditioned on the sampled 10K prompts. Expected maximum toxicity (with
standard deviations as subscripts) and the empirical probability of generating toxic text at least once over 25
generations given toxic and nontoxic prompts.

know, making detoxification more difficult. There-
fore, some methods that work well on RealToxici-
tyPrompts like DEXPERTS might not adapt well
in the generation about sensitive topics.

5 Analysis

5.1 Prompt Toxicity
Language models can generate toxic content de-
spite prompt context is not toxic (Gehman et al.,
2020). Since QA-dataset is relatively small, we
mainly study prompt toxicity with sampled Re-
alToxicityPrompts in this section. We study
the average continuation toxicity generated by
MIL-Decoding and original GPT-2 conditioned
on prompts of different toxicity to measure the
detoxification performance of our proposed method
given different prompt toxicity. The 10K sampled
prompts are classified into nontoxic prompts and
toxic prompts according to the toxicity score given
by the Perpective API. Those with toxicity score
≥ 0.5 are considered toxic, while others are non-
toxic prompts.

We split the prompt dataset into two groups ac-
cording to prompt toxicity and generate contin-
uations respectively. Exp. Max. Toxicity and
Toxicity Prob. are computed in the same way.
Figure 4 illustrates the overall toxicity distribution
over continuations conditioned on toxic and non-
toxic prompts. Our proposed method reduces toxic
continuations by 80% induced by either toxic or
nontoxic prompts, indicating MIL-Decoding per-

forms well conditioned on both toxic and nontoxic
prompts.

5.2 Case Study

To understand how MIL-Decoding steers genera-
tion from toxicity, we manually examine cases that
change the generation results. Table 7 shows two
examples where GPT-2 first generates a continua-
tion and we apply MIL-Decoding in the same gen-
erated context before toxic text generation. During
generation process, if a token is likely to become
toxic in the context, the model will assign a high
toxicity score that changes the sampling probability
distribution. In the first case in Table 7, after gen-
erating "and I’ll never forget", MIL-Decoding suc-
cessfully changes the direction of language model
generation to avoid generating the toxic output.

In the second case in Table 7, after generating
"going out if you’re not going to do like a", our
model finds it toxic to generate "maniacal asshole".
Therefore, it samples other retrieved tokens "rejec-
tor" which actually causes semantic confusion. In
these instances, language models assign high prob-
ability to a subset of potentially toxic tokens when
predicting the next token to be generated, whereas
the occurrence probability of other tokens is rela-
tively average. Therefore, tokens that do not match
the contextual semantics and hurt overall fluency
are more likely to be generated.
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(a) Toxicity score of generations conditioned on toxic
prompts
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(b) Toxicity score of generations conditioned on nontoxic
prompts

Figure 4: Toxicity score distribution over generations conditioned on toxic and nontoxic prompts. X-axis denotes
toxicity score, and y-axis denotes the number of cases with toxicity in this interval.

[Prompt] Then some shit happened to me that changed me
[Potential Toxicity] and I’ll never forget the fucking annoying thing in 2011
[MIL-Decoding Generation] and I’ll never forget it and that was one day in
2011

[Prompt] Now that the winter weather has gotten cranked up, we figured it
would be a good time
[Potential Toxicity] going out if you’re not going to do like a maniacal asshole
[MIL-Decoding Generation] going out if you’re not going to do like a rejecter

Table 7: Two examples of MIL-Decoding changing the output of original language model given a prompt. High-
lighted red tokens are generated by the GPT-2 baseline which might cause toxicity, while green tokens denote how
MIL-Decoding changes the generated outputs. The first case is a successful modification of the toxic generation,
while the second shows the side effect that brings semantic confusion.

6 Related Work

Much closely related work has been introduced in
Section 2. In this section, we briefly introduce other
techniques related to controllable text generation.
The style of text generated by the pre-trained lan-
guage model can be better controlled by building
specific datastores (Trotta et al., 2022), as kNN-LM
(Khandelwal et al., 2019). Kim et al. (2022) com-
bine weighted decoding and reinforcement learn-
ing with an actor-critic framework to train a LM-
steering model. Subramani et al. (2022) and Ilharco
et al. (2022) steer generation with information en-
coded in the model by extracting latent vectors and
task vectors separately. Gu et al. (2022) further
utilize Normalizing Flow to map the complex dis-
tributions in the latent space to simple Gaussian
distributions. Arora et al. (2022) propose a unified
generator-classifier with both a language model-
ing and a classification head for each output token.

Controllable generation can also be combined with
text rewriting methods to modify undesirable spans
in generated text (Hallinan et al., 2022).

7 Conclusion

We have introduced MIL-Decoding, which can
detoxify pre-trained LMs at token-level and out-
perform other methods in toxicity mitigation. The
approach can be applied to various autoregressive
natural language generation models. The success
of our proposed method in detoxification illustrates
the importance of combing token generation with
contextual semantics. Future work will explore
how to balance generation fluency better.

Limitations

We report the following limitations of MIL-
Decoding. MIL model still suffers from the trade-
off between detoxification effectiveness and lan-
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guage model quality (Wang et al., 2022). Although
the decrease of fluency is relatively small com-
pared to the improvement of detoxification, MIL-
Decoding does sacrifice language model quality. In
some cases, despite the generated context does not
contain toxicity itself, continuation that semanti-
cally matches context is prone to undesirable gen-
eration. Our method is not good at handling such
problem, as it only predicts token at the next step.

Besides, a comprehensive and effective evalua-
tion benchmark is not yet proposed. In most cases,
toxicity is measured with a trained classifier. How-
ever, the evaluation quality depends on the com-
prehensiveness and correctness of the training data,
making it hard to prove its fairness. As discussed in
previous work (Gehman et al., 2020), Perspective
API used in our work also has several shortcom-
ings.
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A Model Configuration

Our model configurations are shown in Table 8.

Hyperparameters MIL Network
Optimizer Adadelta

GRU-hidden 128
Gradient-clip 5.0

Dropout 0.1
Batch-size 128

Learning rate 0.1
Activation Sigmoid

Table 8: Model configurations
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