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Abstract

In a task-oriented dialogue system, joint intent
detection and slot filling for multi-intent utter-
ances become meaningful since users tend to
query more. The current state-of-the-art stud-
ies choose to process multi-intent utterances
through a single joint model of sequence la-
belling and multi-label classification, which
cannot generalize to utterances with more in-
tents than training samples. Meanwhile, it lacks
the ability to assign slots to each corresponding
intent. To overcome these problems, we pro-
pose a Split-Parsing Method (SPM) for joint
multiple intent detection and slot filling, which
is a two-stage method. It first splits an in-
put sentence into multiple sub-sentences which
contain a single-intent, and then a joint single
intent detection and slot filling model is ap-
plied to parse each sub-sentence recurrently.
Finally, we integrate the parsed results. The
sub-sentence split task is also treated as a se-
quence labelling problem with only one entity-
label, which can effectively generalize to a sen-
tence with more intents unseen in the training
set. Experimental results on three multi-intent
datasets show that our method obtains substan-
tial improvements over different baselines.

1 Introduction

With the development of natural language technolo-
gies, the task-oriented dialogue system has become
a significant practical application. It is widely ap-
plied in many industrial scenarios. One critical
component in the task-oriented dialogue system is
Spoken Language Understanding (SLU) (Young
et al., 2013), which is further decomposed into
two sub-tasks, namely intent detection and slot fill-
ing (Tur and De Mori, 2011). The slot filling task
aims to convert the user utterance into a BIO la-
bel sequence of equivalent length. As for intent
detection, it is essentially a sentence classification

∗ Sheng Jiang and Su Zhu are co-first authors and con-
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task which may have one or more labels. State-
of-the-art studies tend to solve these two sub-tasks
through a joint model (Goo et al., 2018; Liu et al.,
2019), since slots and intents are highly correlated.

Previous literature in SLU mainly focuses on
utterances with a single intent. Although classic
models (Qin et al., 2019) achieve remarkable per-
formances on those single-intent datasets, they ne-
glect the realistic situation where the user utterance
may contain multiple intents. Recently, researchers
switch their attention to multi-intent benchmarks,
such as MixATIS and MixSNIPS (Qin et al., 2020,
2021; Xing and Tsang, 2022a). An intuitive so-
lution is to replace the original multi-class intent
detection module into multi-label classification, see
Figure 1(a). More advanced methods attempt to im-
prove upon this backbone model. For example, Qin
et al. (2020, 2021) proposes AGIF and GL-GIN,
which both integrate the correlation between slots
and intents into model design. Nonetheless, the sep-
arate prediction of multiple intents and slots leads
to the failure of assigning appropriate slots to each
intent. This mis-allocation of slots to intents may
cause execution errors in a practical task-oriented
dialogue system. Furthermore, the generalization
capability of previous models is less investigated
regarding the number of intents. For instance, if
the model is merely trained on samples containing
1-3 intents, it would perform poorly on utterances
with more than 3 intents.

To this end, we propose a Split-Parsing Method
(SPM) for joint multi-intent detection and slot fill-
ing. SPM is a two-stage SLU system. At the first
stage, the utterance is split into sub-sentences, each
containing exactly one intent. These sub-sentences
are independent and together constitute the com-
plete semantic representation. At the second stage,
each sub-sentence is parsed by a traditional SLU
model designed for single-intent. In this way, each
slot is automatically aligned to their superior in-
tent in the sub-sentence. Eventually, all parsing
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(a) One-stage SLU

(b) SPM, two-stage SLU

Figure 1: Architectures of (a) the previous one-stage SLU system and (b) our proposed two-stage Split-Parsing
Method (SPM). The utterance, “list LA and what class is fare code Q”, is selected from MixATIS dataset (Qin et al.,
2020).

results are aggregated through post-processing. As
illustrated in Figure 1(b), the utterance “list LA and
what class is fare code Q” is firstly split into two
sub-sentences. Next, each sub-sentence is fed into
the joint model of intent detection and slot filling to
obtain the corresponding intent and slots. The slot-
value pair “city_name=LA" is directly assigned to
the sub-sentence “list LA" with intent “atis_city".
Evidently, this method can effectively generalize
to complicated utterances with more intents.

The proposed SPM is evaluated on two public
English datasets (MixATIS and MixSNIPS, Qin
et al., 2020), and a customized Chinese dataset
which is collected from an in-vehicle dialog system.
Experimental results demonstrate that the SPM can
1) achieve nearly perfect performances on the sub-
sentence split task at the first stage, 2) attain stable
improvements compared to one-stage method re-
gardless of the model choice at the second stage,
and 3) generalize better towards examples contain-
ing more intents unseen during training.

2 Related Work

From Single to Multiple Intents To deal with ut-
terances with a single intent, most previous works
(Liu and Lane, 2016; Hakkani-Tür et al., 2016;

Zhang and Wang, 2016; Goo et al., 2018; Qin
et al., 2019; Liu et al., 2019; Wang et al., 2018;
Chen et al., 2019; Zhu et al., 2020) choose to
tackle the intent detection and slot filling tasks in
a multi-tasking manner. For sentences with mul-
tiple intents, several works (Gangadharaiah and
Narayanaswamy, 2019; Qin et al., 2020, 2021;
Xing and Tsang, 2022a,b) introduce a multi-label
classifier to individually predict each possible in-
tent. Recently, (Qin et al., 2021; Xing and Tsang,
2022a) proposed to model relationships between
intents and slots, which takes into account the in-
teraction between these two sub-tasks. However,
previous literature fails to predict the alignment be-
tween intents and slots. Thus, it cannot determine
which intent to assign for each slot. At the same
time, in practical application scenarios, we need
to design non-aligned slots. If we use a joint slot
tagger, it is impossible to align non-aligned slots
in multi-intent with their corresponding intents. In
this work, we propose a two-stage pipelined SLU
system to tackle the slot-intent assignment prob-
lem.

Generalization to More Intents The transfer
performances in more intents is rarely studied.
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Meng et al. (2022) proposed to use a sequence-to-
sequence model (Dialo-USR) to generate all sub-
sentences for joint multi-intent detection and slot
filling. However, it also suffers from the poor gen-
eralization capability when confronted with more
intents. Moreover, restricted by the auto-regressive
decoding process, such a generative model intro-
duces more overheads especially in the inference
speed. Thus, it is impractical to be deployed in
industrial scenarios. In contrast, we exploit a token-
level sequence labeling model to act as the sentence
splitting model, It shows better performances in
both the accuracy and inference speed at the first
stage.

3 Approach

The differences between the one-stage SLU system
and our proposed two-stage SLU system (SPM)
are illustrated in Figure 1. In the upper part, the
user’s multi-intent utterance is directly passed into
a joint model of multi-label intent detection and
slot filling, which is trained on multi-intent data. A
token-level slots sequence and multiple intents are
predicted, while it is not possible to assign each
slot to the corresponding intent, since alignments
between slots and intents are not modeled in this
method. The below sub-figure of Fig. 1 illustrates
our proposed method, where a multi-intent sen-
tence is first split into sub-sentences by our split
model (§3.1). These sub-sentences will be fed into
a joint model of intent detection and slot filling
separately. Thus, we can catch slot results for each
individual intent. Meanwhile, the joint model of
intent detection and slot filling exploited in the one-
stage SLU can be applied into SPM without any
change, which is much portable and easy-to-use.

3.1 Split Model

As shown in Fig. 2, to split a multi-intent sentence
into sub-sentences, we regard it as a sequence la-
beling problem. We treat each sub-sentence as a
separate slot (named as “snt”), and represent the
output sequence in the way of BIO tags. For ex-
ample, the annotation result of “list LA and what
class is fare code Q" should be “B-snt I-snt O B-
snt I-snt I-snt I-snt I-snt I-snt" in Fig. 2. It should
be noted that annotations of conjunctions in multi-
intent sentences at the token level are assigned with
“O”.

The split model can be implemented as any
sequence labelling model, such as bidirectional

Figure 2: The sequence labeling model for the sentence
splitting task. The outputs only include 3 labels, namely
B-snt, I-snt and O.

Figure 3: Example for non-aligned slots in the Chinese
dataset

LSTM (Graves, 2012), Bert model (Devlin et al.,
2019). These sequence labelling models could po-
tentially perform better for longer multi-intent sen-
tences than those sentences in the training set.

4 Experiments

In this section, our SPM is trained and tested in
three datasets and compared with different baseline
models. From our experimental results in English
dataset, adding split models can improve slot per-
formance and our models shows better generaliza-
tion ability in more intents. The evaluation results
in Chinese dataset shows our SPM is faster and
generalize better compared with other two-stage
SLU system.

4.1 Datasets and Metrics

Regarding the English dataset, we conduct our ex-
periments on MixATIS and MixSNIPS (Qin et al.,
2020). For Chinese, we experiment on our cus-
tomized dataset from realistic production scenarios.
Detailed statistics are provided in Table 1. It is
worth mentioning that in our Chinese dataset, due
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to the needs of real scenarios, we have designed
some non-aligned slots. As shown in Fig. 3, the
slot “adjustment:temperature” is non-aligned and
necessary.

Datatset Language Train Validation Test
MixATIS English 13,162 756 828

MixSNIPS English 39,776 2,198 2,199
Ours Chinese 800,000 50,000 20,000

Table 1: Statistics of multi-intent SLU benchmarks.

The evaluation is based on multiple intent detec-
tion accuracy, sub-sentence accuracy, F1 score for
slot filling, and overall accuracy for the sentence-
level semantic frame parsing. Notably, to align
slots and intents, the slot F1 score in Chinese
dataset is base on slot intent index. However, fol-
lowing previous works, the slot F1 score is not
based on index in English dataset.

4.2 Implementation Details
In our two-stage SLU system, the basic task is
to train the sentence split model. Since our split
data is labeled based on token level, any sequence
labeling models can be trained directly as the split
model.

Split Labels Generation: Since the multi-intent
sentences in MixATIS and MixSNIPS are actually
generated by the combination of single-intent sen-
tences in ATIS (Hemphill et al., 1990) and SNIPS
(Coucke et al., 2018). We extracted and labeled
all sub-sentences from MixATIS and MixSNIPS
in token level BIO tags. For example, when the
utterance is “list LA and what class is fare code Q",
the output token-level tags should be “B-snt I-snt
O B-snt I-snt I-snt I-snt I-snt I-snt".

During the construction of Chinese multi-intent
dataset, we first extracted a certain number of
single-intent utterances from production scenarios
which are mainly in-car instructions.

Split Model: In our experiment, we use Bi-
Model (Wang et al., 2018) and Bert(Devlin et al.,
2019) as the split models in MixATIS and MixS-
NIPS. To compare with the sequence-to-sequence
split model (Meng et al., 2022) in Chinese utter-
ances, we also train Bert-based models( MiniRBT-
h256 (Cui and Yang, 2022), Bert-wwm (Cui et al.,
2021)) and mT5-small (Xue et al., 2020) for sen-
tence split.

Intent Detection and Slot Filling Model: For
the task of intent detection and slot filling, we di-
rectly use the open source model weights of AGIF

(Qin et al., 2020) and GL-GIN (Qin et al., 2021).
Also, we finetune the Bert model in the English
datasets and our Chinese dataset for intent detec-
tion and slot filling.

4.3 Baselines
In one-stage SLU systems, we compare our our
SPM with the following baselines: Bi-Model
(Wang et al., 2018), AGIF (Qin et al., 2020), GL-
GIN(Qin et al., 2021), ReLa-Net (Xing and Tsang,
2022b), Co-guiding Net (Xing and Tsang, 2022a)
and Bert (Devlin et al., 2019).

To assign slots to corresponding intents in one-
stage model, we also trained Bert in index label-
ing method. Slot labels based on index will have
a suffix (__MI_X) to indicate the intent number.
For instance, the index-based slots of the utterance
“list LA and what class is fare code Q" should
be “O B-city_name__MI_1 O O O O O O B-
toloc.cityname__MI_2". Therefore, the slot can
be aligned with the intent through the suffix of the
slot.

4.4 Results in English Datasets
Using our method, adding a split model before
intent detection and slot filling can help the orig-
inal slot models have better performance. In this
sub-section, we have evaluated our two-stage SLU
system in the test sets of MixATIS and MixSNIPS,
compared with different baselines. The first eval-
uation is in 1-3 intents and the second is in 3-5
intents.

Table 2 shows the intent detection and slot filling
results of our two-stage SLU systems and baseline
models in the original test sets of MixATIS and
MixSNIPS. From Table 2, we observe that:

1. Adding split models improves the perfor-
mance of baseline slot models to a certain extent.
For instance, in MixATIS, the one-stage AGIF
achieves 41.8 in overall accuracy, while it achieves
43.1 when we add the split model ad Bi-Model.

2. Our two-stage models are still competitive
compared with the one-stage models with the best
performance (Rela-Net and Co-guiding Net). Even
in MixSNIPS, the system with Bert-base (split
model and slot model) gets the best slot F1 96.0
and overall accuracy 83.2.

Since the test utterances in Table 2 only con-
tain 1-3 intents, we also want to verify whether our
SPM can achieve good performance in utterances
with more intents unseen in the training set. Based
on MixATIS and MIXSNIPS, we construct another
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Split Model Slot Model MixATIS MixSNIPS
Slot F1 Intent Acc Overall Acc Slot F1 Intent Acc Overall Acc

-

Bi-Model 85.5 72.3 39.1 86.8 95.3 53.9
AGIF 87.8 75.6 41.8 93.3 96.3 70.0

GL-GIN 88.3 76.3 43.5 93.8 95.6 71.0
ReLa-Net 90.1 78.5 52.2 94.7 97.6 76.1

Co-guiding Net 89.8 79.1 51.3 95.1 97.7 77.5
Bert_index 85.5 82.6 46.1 95.4 95.4 81.7

Bi-Model

Bi-Model 86.7 75.0 42.3 90.7 94.0 61.3
AGIF 88.3 77.3 43.1 93.0 95.5 68.9

GL-GIN 88.4 77.1 43.7 93.9 94.8 71.4
Bert-base 86.3 77.4 49.2 94.8 96.4 77.5

Bert-base

Bi-Model 86.7 75.2 42.4 89.5 93.7 57.7
AGIF 88.3 77.4 43.2 94.2 95.1 73.8

GL-GIN 88.4 77.2 43.7 95.1 94.2 76.2
Bert-base 86.3 77.9 49.3 96.0 95.9 83.2

Table 2: Results on the original test sets of MixATIS and MixSNIPS.

Split Model Slot Model MixATIS MixSNIPS
Slot F1 Intent Acc Overall Acc Slot F1 Intent Acc Overall Acc

-
AGIF 87.6 48.4 20.5 90.5 39.3 20.5

GL-GIN 88.8 39.0 17.6 92.5 28.4 16.7
Bert_index 88.0 14.9 7.5 93.9 16.7 12.4

Bi-Model

Bi-Model 88.4 62.9 24.9 86.6 49.8 20.4
AGIF 88.4 66.9 27.7 91.8 50.8 27.6

GL-GIN 89.1 66.4 27.3 92.9 50.3 29.5
Bert-base 88.5 68.6 29.6 92.6 50.9 33.7

Bert-base

Bi-Model 88.5 80.4 31.2 89.4 90.7 38.1
AGIF 88.5 85.5 34.8 94.5 92.1 58.5

GL-GIN 89.2 85.0 34.3 95.0 91.6 62.1
Bert-base 88.7 87.3 37.8 96.1 93.5 72.8

Table 3: Results on MixATIS and MixSNIPS with more intents (3-5).

Split Model Intents MixATIS MixSNIPS
Sub-sentence Acc Sub-sentence Acc

mT5-base

1-3

95.1 74.9
mT5-large 97.6 88.8

mT5-xl 98.1 98.6
Bi-Model 99.4 99.4
Bert-base 99.7 99.5

mT5-small
3-5

34.9 54.0
Bi-Model 86.4 67.4
Bert-base 99.2 99.6

Table 4: Sub-sentence accuracy results of different split
models in MixATIS and MixSNIPS with 1-3 intents and
3-5 intents

test set with 3-5 intents. The experimental results
in Table 3 show that our method has better general-
ization ability than the one-stage models in more
intents.

Table 3 shows the intent detection and slot filling
results on the multi-intent transfer test sets. The
multi-intent transfer test sets only contain the utter-

ances of 3-5 intents, which have never been expe-
rienced during the training of models. In Table 3,
we can observe that the one-stage SLU systems
perform poorly in the accuracy of slots and intents.
For instance, GL-GIN only gets 16.7 overall accu-
racy in MixSNIPS, while the two-stage SLU with
split Bi-Model and slot GL-GIN achieves 29.5. At
the same time, it can be seen from Table 3 that
the split model can still complete the sentence split
task to a certain extent on the utterances with more
intents. Especially when we use Bert as split and
slot models, the intent accuracy in MixATIS and
MixSNIPS are 87.3 and 93.5.

Interestingly, we found that the use of the pre-
training model as the split model has better perfor-
mance in both 1-3 intents and more intents. There-
fore, we evaluated the sub-sentence accuracy of the
split models. As shown in Table 4, sequence label-
ing models (Bi-Model and Bert) all achieve higher
sub-sentence accuracy than sequence-to-sequenec
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Split Model Slot Model Params of
Split Model

1-5 Intents 6-10 Intents Speed (split)
(ms/sentence)

Speed (split + slot)
(ms/sentence)Slot F1 Overall Acc Slot F1 Overall Acc

-
MiniRBT-index

-
97.74 84.51 74.57 5.33 - 166.60

Bert-wwm-index 98.24 88.72 71.57 4.10 - 290.48
mT5-small

MiniRBT
300M 98.46 93.61 95.71 78.79 41.10 330.06

MiniRBT 10.4M 99.46 95.76 98.99 88.35 0.99 291.01
Bert-wwm 110M 99.50 95.92 99.17 89.26 2.04 290.00

Table 5: Evaluation results and inference speed on Chinese multi-intent dataset.

Figure 4: Case study of two-stage SLU with slot model AGIF (A) and one-stage SLU with slot model AGIF (B),
blue denotes different slots, orange and green denote same intents

models (mT5). And this is more obvious in the ut-
terance with more intents, like Bert-base achieves
99.2 sub-sentence accuracy but mT5-small only
gets 34.9.

4.5 Results in Chinese Datasets

Our SPM still have advantages compared the other
two stage SLU system. Here we evaluate the split
model as the sequence-to-sequence model (Meng
et al., 2022)) and the sequence labeling model
(Bert) in slots and inference speeds. The sequence-
to-sequence model used in (Meng et al., 2022) is
mT5 (Xue et al., 2020). And the sequence labeling
models we used for split are MiniRBT (Cui and
Yang, 2022) and Bert-wwm (Cui et al., 2021). All
split models in Table 5 are trained in 1-5 intents.

Table 5 shows the intent detection and slot fill-
ing results on utterances with 1-5 intents and 6-10
intents. We can note that the model using sequence
labeling is higher in slot filling F1 and overall ac-
curacy than the model using sequence-to-sequence,
even mT5-small has much more parameters than
MiniRBT and Bert-wwm.

In terms of the generalization ability in more
intents, the use of sequence labeling as split model
is more advantageous. From Table 5, the slot F1
and overall accuracy when using mT5-small as split
model are 95.71 and 78.79, while for MiniRBT,
they are 98.99 and 88.35.

When comparing the inference speed, our mod-

els are also faster. Table 5 shows the time required
by different models to complete a complete slot
filling task on a multi-intent utterance, that is, the
time of sentence split and the slot filling for all
sub-sentences. In Table 5, each utterance needs
40.10 ms to split and slot filling if the split model is
mT5-small, however, for MiniRBT and Bert-wwm,
the time is only 0.99 ms and 2.04 ms. What’s more,
the added time of our method is negligible in the
whole process as shown in the right end of Table 5.

4.6 Case Study
To demonstrate how our two-stage SLU system
outperforms one-stage SLU systems, we present
the results of intent detection and slot filling of a
case with 4 intents in Fig. 4. Fig. 4 (A) shows the
correct slot labels and intent labels. The utterance
is split into 4 sub-sentences and each slot is aligned
with its intent. Meanwhile, as the intent increases,
the sentence length also grows. This would make
one stage model hard to detect enough intents and
accurate slots. For example, the detected intents of
Fig. 4 (B) miss the real first and last intents.

5 Future Work

Due to split-parse approach, when there are errors
in sentence segmentation, cumulative errors are
inevitable. The next step is to optimize for the
situation of cumulative errors. There are two di-
rections for optimization. Firstly, the accuracy of
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the sentence segmentation model can be further im-
proved to reduce the probability of cumulative er-
rors. Secondly, in the slot filling model, the model
can be designed to support utterances with 1-2 in-
tents. When the sentence split model incorrectly
splits multiple sub-sentences into one, a slot filling
model that supports multiple intents can correctly
tag slots and detect intents.

6 Conclusion

In our paper, we propose a two-stage SLU sys-
tem based on the split-parsing method. With plug-
ging our split model into the original SLU sys-
tem, the performance can be improved. Compared
with the commonly used one-stage SLU systems,
our method can better generalize in more intents
unseen in training. Meanwhile, the split-parsing
method can effectively align slots with their corre-
sponding intents in the segmented sentences. And
compared with other two-stage SLU systems using
sequence-to-sequence as the split model, our model
can achieve better performance of intent and slot
filling detection with higher inference speed.
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