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Abstract

In search engines, query expansion (QE) is
a crucial technique to improve search expe-
rience. Previous studies often rely on long-
term search log mining, which leads to slow
updates and is sub-optimal for time-sensitive
news searches. In this work, we present Event-
Centric Query Expansion (EQE), a novel QE
system that addresses these issues by mining
the best expansion from a significant amount
of potential events rapidly and accurately. This
system consists of four stages, i.e., event col-
lection, event reformulation, semantic retrieval
and online ranking. Specifically, we first col-
lect and filter news headlines from websites.
Then we propose a generation model that incor-
porates contrastive learning and prompt-tuning
techniques to reformulate these headlines to
concise candidates. Additionally, we fine-tune
a dual-tower semantic model to function as
an encoder for event retrieval and explore a
two-stage contrastive training approach to en-
hance the accuracy of event retrieval. Finally,
we rank the retrieved events and select the op-
timal one as QE, which is then used to im-
prove the retrieval of event-related documents.
Through offline analysis and online A/B test-
ing, we observe that the EQE system signif-
icantly improves many metrics compared to
the baseline. The system has been deployed
in Tencent QQ Browser Search and served
hundreds of millions of users. The dataset
and baseline codes are available at https:
//open—event-hub.github.io/ege.

1 Introduction

People are always eager to obtain details and
updates on current hot events through search
engines. To efficiently return dozens of rele-
vant documents from billions of candidates, most
search engines use a “retrieval-rank-rerank-mixed
rank”architecture, as illustrated in Figure 1.
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Figure 1: Overview of the query expansion process and
search system in Tencent QQ Browser Search.

Queries, particularly those relying on key-
words, present a tough challenge for query in-
tent understanding due to their brevity, absence
of world knowledge, and lack of grammatical struc-
ture (Broder et al., 2007). When a significant event
takes place, the search intent of users subsequently
can rapidly and drastically shift. For example, dur-
ing the Green-Poole conflict, a user searching for
“green” may be seeking information about the color,
while many others desire news about NBA player
Draymond Green. While methods based on search
log mining (Jansen et al., 2007; Zamora et al., 2014;
Caruccio et al., 2015) are still commonly used for
query intent understanding, they are limited by
their reliance on the accumulation of posterior data
and struggle with timely and accurately processing
the intent for recent events, making it difficult to
retrieve and rank event-related documents. Recent
approaches (Zhang et al., 2020a; Nogueira et al.,
2019; Sun et al., 2022) suggest using additional
context from query-associate documents or entities
to improve the performance of query understand-
ing. However, they still face challenges in real-time
search scenarios.

To tackle this challenge, we present EQE, a
real-time query expansion system specifically de-
signed to efficiently capture query intent for ongo-
ing events. As depicted in Figure 1, EQE extends
the original query with the most fulfilling event,
selected from a large pool of candidate events. By
performing the same retrieval step with both the
original and expanded queries, more results related
to the event will be returned. This bypass architec-
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Figure 2: Architecture of the proposed EQE system.

ture effectively ensures system flexibility. When
there are sufficient machine resources, the number
of bypasses can be increased, and multiple query
expansions can be used to improve the performance
of document retrieval.

Our EQE system employs a four-stage struc-
ture, as illustrated in Figure 2, consisting of event
collection, event reformulation, semantic retrieval,
and online ranking. Events are collected from
news headlines as they are typically more con-
cise and event-centric, compared to body texts
which are lengthier and contain extraneous infor-
mation. To guarantee the accuracy of the collected
events, we employ a combination of rule-based
coarse filtering and language model-based fine fil-
tering (§ 2.1). The collected headlines, as described
in Appendix A, may contain noise, irregular gram-
mar, and lack of world knowledge, making them un-
suitable for query expansions. To solve these prob-
lems in such scenarios, we reformulate them using
a generation model, which is more effective than
extractive models (§ 2.2). Our method employs
keyword-based prompt learning to make generated
content more controllable and applies contrastive
learning on the encoder to counteract embedding
degradation (Gao et al., 2019). After this step, we
obtain a high-quality candidate set of event-centric
QE. For a given query, to further narrow down the
QE candidate set, we utilize a supervised SimCSE
model (Gao et al., 2021) to retrieve relevant QEs.
SimCSE effectively improves the accuracy of re-
trieval by addressing the issue of representation
space degradation. Moreover, inspired by (Gillick
et al., 2019), we employ a two-stage training ap-
proach that incorporates informative hard negative
samples for each query, resulting in a further im-
provement in representation quality (§ 2.3). Finally,
we design an online ranking module to select the
best QE. Features of query-side, event-side, and
interactive are considered comprehensively (§ 2.4).

As far as we know, EQE is the first query ex-
pansion solution developed explicitly for real-time

event intent. The efficiency of EQE is verified
through offline analysis and online A/B testing.
The main contributions of this work are summa-
rized as follows:

* We propose a real-time and efficient query
expansion system for timely search scenar-
ios. The system comprises four stages: event
collection, event reformulation, semantic re-
trieval, and online ranking.

* In the event reformulation stage, we introduce
an effective generation model that leverages
prompt learning and contrastive learning tech-
niques to produce a high-quality candidate set
of QE.

* In the semantic retrieval stage, we employ
a two-stage contrastive learning approach to
improve the accuracy of semantic retrieval.

* Offline analysis and online A/B testing on Ten-
cent QQ Browser Search demonstrate the ef-
fectiveness of our proposed EQE framework.

2 Method

In this section, we describe our proposed frame-
work of EQE shown in Figure 2. We first introduce
the scheme for event collection in industrial sce-
narios. We then elaborate on event reformulation
and semantic retrieval, describing how we use con-
trastive learning and prompt learning to improve
model performance. Finally, we discuss online
ranking, revealing how to select the optimal expan-
sion.

2.1 Event Collection

The essential phase in the “Event Collection” pro-
cess is to identify events from the vast amount
of newly uploaded content on the Internet. We
filter events from the headlines using a two-step
method that includes a rule-based coarse filter and
a semantically-driven fine filter.
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Coarse Filter. After using basic feature filters such
as publication time, page type, site type, etc., we
gather approximately 50 million news article head-
lines over the duration of recent six months. As
described in Appendix E, the headlines generated
by these heuristic rules include irregular syntax,
missing event components, numerous events, etc.,
posing a barrier to subsequent event reformulation.
So further we use the LTP toolkit (Che et al., 2021)
to extract event triggers from headlines and drop
headlines missing event elements or with multiple
events (the number of triggers more than 2).

Fine Filter. The rule-based coarse filter is based
on pre-defined patterns and has limited recognition
abilities. To address these issues and further im-
prove the accuracy of event collection, we train
an event detection model based on RoBERTa (Liu
et al., 2019). We employ six experts to annotate
around 200,000 samples, which are utilized to train
the model. Subsequently, we use this model to
infer event probabilities for the coarsely filtered
headlines and filter them using a predefined thresh-
old, achieving a 95% accuracy rate in detecting
event-related headlines.

2.2 Event Reformulation

This step aims to make events qualified for query
expansion by reformulating them using a gener-
ation model, addressing issues such as noise, ir-
regular grammar, and low-frequency words. As
illustrated in Figure 3, we introduce two significant
improvements to the encoder-decoder architecture-
based model. Firstly, we enhance the controllabil-
ity of the generation process using prompt learning.
Secondly, we optimize the representation quality of
headlines using contrastive learning. By simultane-
ously optimizing these two tasks, we can effectively
refine events for query expansion.

Prompt Guidance. To ensure important infor-
mation is not overlooked, we leverage prompt
learning technology when training a generation
model. Unlike prior work, we propose adaptive
keyword templates to provide guidance during sen-
tence generation. Firstly, we use the KeyBERT
model (Grootendorst, 2020) to extract the most es-
sential nouns from the sentence. We then insert
the extracted keyword into a fixed template to form
a keyword template, denoted as 7'. Finally, we
concatenate the headline H, the keyword template
T, and the target qualified event E with special
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Figure 3: Structure of event reformulation model.

tokens as “[CLS]H [SEP] [CLS]TE[SEP]”!.
In this setup, the front segment “[CLS] H [SEP]”
and the latter segment “[CLS]TE [SEP]” serve
as the inputs for the encoder and decoder, respec-
tively. It is worth noting that E' is omitted during
the inference phase.
Contrastive Learning. Previous studies show that
natural language generation tasks suffer from rep-
resentation space degradation problems, which can
be alleviated by contrastive learning (Gao et al.,
2019). In our model, the embedding corresponding
to the [CLS] token of the encoder is regarded as
the headline representation and contrastive learn-
ing is performed based on it. Specifically, for
each headline, we perform a position swap of its
two terms to obtain a positive example headline
and then use contrastive learning to pull the rep-
resentations of positive headline pairs closer and
push away the representations of negative headline
pairs (i.e., in-batch negative samples).

The following is a description of the contrastive
learning loss calculation process within a batch.

(a) In a batch of size 2N, the training data
consists of 2N pairs denoted by {(H1, E1),
(H{",E1), -, (Hn,En), (H, En)}.
where < H;, H;” > denote a pair of similar
headlines, both of which can be paired with
the event phrase F;. Contrastive learning
aims to pull semantically close neighbors (i.e.
(H;, H")) together and pushing apart non-
neighbors (i.e. (H;, Hj), i,j €{0,1,..,N}

'For the BART model, the start token ID for the decoder
is [CLS], while for the mT5 model, itis [PAD].
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and j # 1).

(b) The above 2N samples are passed through
the encoder to obtain 2N embeddings that are
denoted as (e, eg, .., en; ef, e;, e e}).

(c) The 2N embeddings are used to compute the
contrastive learning loss, which is included
as part of the loss for this mini-batch. Let 7
denote the temperature hyper-parameter and
sim(ey, e2) denote the cosine similarity. Then
the contrastive learning loss, denoted as L
is:

esim(e; ,ej‘)/T

N
Ly =— Z log
= X

J=1

(
esim(ei,e;')/T

The training data for the Event Reformulation
stage consists of pairs <headline, event> that are
sampled from user-click logs. Specifically, we em-
ploy two methods to construct the target event: re-
garding the user query as the target event and ex-
tracting the event from the headline using the LTP
toolkit. To ensure that the constructed events are
qualified as the target for the generation model, we
further filter out pairs that do not meet our stan-
dards for loyalty, integrity, and cleanness through
expert annotation.

2.3 Semantic Retrieval

In this step, we use a dual-tower semantic model
based on contrastive learning to retrieve highly sat-
isfying events for a given query. The work of Xiong
et al. (2021) points out that the dominance of un-
informative negative samples leads to a bottleneck
in the recall system, therefore, we employ a novel
two-stage training paradigm.

For a given query, the positive samples are events
obtained from the reformulated events of its clicked
headlines. Then we use features, such as Jaccard
Distance (Jaccard, 1901), BERTScore (Zhang et al.,
2020b), etc., to only keep relevant pairs as training
samples. In the first stage, we use these positive
samples with shuffled negative ones to finetune a
naive dual-tower retrieval model and obtain the en-
coder. The weights of the model are initialized
using the parameters of ROBERTa. After finetun-
ing, we build an event vector library with more than
4 million entries using this encoder. For a given
query vector, based on Faiss (Johnson et al., 2019),
the top-K events are recalled according to the co-
sine similarity. Events located at the upper and

lower thresholds of the threshold are regarded as
hard neg samples, where the bounds are pre-defined
by distribution statistics. In the second stage, we
replace the randomly shuffled negative events with
hard negative events and retrain the model initial-
ized with the encoder obtained from the first stage.
This results in the final retrieval model.

2.4 Online Ranking

Actually, selecting the optimal expansion re-
quires considering multiple factors, such as rel-
evance, event popularity, and timeliness. There-
fore, we use the classic light-weight sorting model
GBDT (Friedman, 2001), which is compatible with
the interpretation of online features. We incorpo-
rate three types of features to build the model:
query-side, event-side, and interaction. Query-
side features encompass query domain classifica-
tion, entity recognition, word segmentation, and
word weighting, among others, generated by exist-
ing online operators. Event-side features involve
event found time and event popularity (the size
of the cluster to which an event belongs). The
interaction features include semantic similarity,
BM25 (Robertson and Zaragoza, 2009), and en-
tity matching between the query and event.

We describe the method of collecting training
samples. For each query, we input the events
obtained from the previous stage into the online
search engine to obtain the search results pages.
Then, we select the page that best satisfies the event
intent of the query through expert annotation, and
its corresponding event is labeled as a positive sam-
ple for the query, while the other events are labeled
as negative samples. We obtain 50,000 samples,
which are used to train the GBDT model for infer-
ring the best query expansion.

3 System Architecture

In this section, we describe our baseline and EQE
architecture in detail.

3.1 Baseline Approach

We first take a glance at our QE baseline, which
is a query graph analysis framework. We devise a
Query-Document click graph G based on the click
propagation algorithm (Jiang et al., 2016). In or-
der to prioritize time-sensitive queries, we limit
our analysis to click-pairs from news websites that
occurred within a 3-day window. To mitigate the
risk of irrelevant results, we integrate BM25 score
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to the adjacency matrix of the graph, denoted as
C where each entry C; ; is the weight of the edge
between query ¢; and document d;, specifically
formulated as:

with edge

Ci, = {a-BM%(qi,dj) +1, o

0, no edge
where « (set to 0.2) is a smoothing coefficient.
Representations of queries and documents are
iteratively updated according to Eq. (2) and Eq. (3),
respectively.

|Doc|

1 (n—1)
Q" = — 2 Cia D"V @)
e o,
1 |Query|
DV = > G M B

Hzgfew\ Cij QM

=1
2

where an) and Dgn) are the representations of
q; and d; at the n-th iteration respectively. After
the n-th iteration, we perform clustering on Qg")
to obtain the query clusters. For each cluster, we
select the most frequent query as the expansion of
other queries.

3.2 EQE System

Figure 2 illustrates the EQE system, which can be
divided into two parts: offline and online. The
offline system sequentially processes streaming
data from the internet, performing event collec-
tion, event reformulation, and Faiss indexing for
fast response. These steps can be processed in par-
allel. In the online part, when a query arrives, a
GBDT ranking model selects the top-1 candidate
as the query expansion based on rich features.
Furthermore, a rapidly updated caching system
stores pairs of <query, top-1 expansion> to in-
tercept requests to meet the time-consuming de-
mands. Upon receiving a new query request, the
system first seeks a pre-prepared QE in the cache.
If not found, the system initiates further retrieval
and ranking modules to obtain the QE. This QE is
then returned to the main search system, while the
<query, expansion> pair is written into the cache
for any subsequent identical query requests. On the
other hand, if a match is found, the cached result
is immediately returned to the main search sys-
tem. Concurrently, the caching system undergoes
an asynchronous update in preparation for future
requests. The implementation of an asynchronous
execution pipeline does not boost the response de-
lay of the mainstream search process. Therefore,
the response time of the popular query is mainly

Methods \ Recall@100 Recall@150 Recall@200

Baseline 0.41 0.47 0.58
EQE 0.58 0.65 0.74
Improve +41.46% + 38.29% +27.58%

Table 1: Offline performance comparison.

consumed by querying the caching system. Only
the stages of retrieval and ranking executed for in-
frequent queries lead to an increase in the response
time of the search engine.

Finally, EQE covers nearly 50% of online traf-
fic, while the other half, such as those requiring
explicit knowledge, has already been addressed by
other intent understanding modules, is therefore
not considered within this scope. Online data in-
dicates that the query expansion system elevates
search latency by only 10 ms, evincing the efficacy
of the proposed module.

4 Experiments

We conduct a series of comprehensive evaluations,
both in offline and online environments, incorpo-
rating quantitative and qualitative aspects, to prove
the advantages of EQE.

4.1 End-to-end evaluation

Firstly, we present the results of the implementation
of the EQE system online, taking into account both
offline and online metrics.

Offline Evaluation. We measure the offline perfor-
mance of EQE using Recall @ K metric. As illus-
trated in Eq. (4), given a query @, the clicked doc-
uments by users are denoted as 7' = {¢1,...,tn},
which are regarded as as the target. The top- K doc-
uments set recalled by the QE module is denoted

as I = {iy,...,ix}. Recall @K is defined as:
K .
1 eT
Recall @K = Zl—lj\l; @)

We first collect user click-log over a certain period
of time, where documents are retrieved by original
queries without the influence of QE. Specifically,
in our scenario, we collect news, videos, and user-
generated content (UGC). Meanwhile, we record
documents retrieved by both expansions produced
by EQE and the baseline approach. After 7 days
of accumulation, a total of 850,000 valid online
requests are collected. As shown in Table 1, after
evaluating Recall@ K at different thresholds, it
can be seen that EQE significantly surpasses the
online baseline.
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AGSB
+12.5%

CTR
+6.64%

PCTR
+6.23%

UCTR
+5.03%

EQE

Table 2: Online A/B test of EQE implemented.

Online Evaluation. We construct a 30-day A/B
experiment with 1% of online traffic to gather feed-
back from millions of users and study the online
performance of the EQE compared to the strong
baseline described in Section 3.1. QEs derived
from both frameworks are utilized in downstream
tasks (document retrieval and sorting). For on-
line evaluation, we are mainly concerned about
the business metrics that impact user experience,
such as AGSB (Zou et al., 2021), CTR (Rangadu-
rai et al., 2022), PCTR and UCTR (Qin et al., 2022).
As shown in Table 2, EQE outperforms the base-
line and gains improvements of 6.44%, 6.23% and
5.03% on CTR, PCTR and UCTR, respectively,
indicating its SOTA performance.

4.2 Performance of Event Collection

We choose the intersection of “Hot Search List”
from various platforms as our evaluation set. This
decision serves two purposes: firstly, it can elim-
inate unfair comparisons due to platform-specific
content biases; secondly, these events are highly
representative in the search domain, as users con-
sistently demonstrate in them and desire to retrieve
relevant information swiftly. We employ two an-
notation experts to assist in the evaluation process,
which involved: 1) Collecting these events from
different platforms (such as Baidu and Weibo) to
find the earliest time they appeared respectively.
Admittedly, since we cannot accurately determine
the initial creation time of these events on other
platforms, we resort to the first appearance time
on the “Hot Search List” as an approximation; 2)
Identifying the time when the first publish emerged
on the Internet; 3) Recording events discovery cov-
erage rate at several time points.

Figure 4 illustrates the average coverage of
Baidu, Weibo, and EQE at different time points
after “Hot Search List” events occurred. The cov-
erage of each system is recorded at time points
of 1,2,5,10,15, and 20 minutes. As shown, at
the 5-minute time point, EQE discovers more than
10% of the events in advance compared to the other
systems.

=== Baidu —— oo
=+ Weibo
== Ours

‘‘‘‘‘

e
o

Coverage
o
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4
9

0.6
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Time points (minutes) after the event occurred

Figure 4: The x-axis represents the time points (in min-
utes) after the earliest occurrence of events on the in-
ternet, while the y-axis represents the coverage rate of
events discovery for each system.

Models \ Rouge-L. BLEU BERTScore
BART (vanilla) 0.8391 0.7692 0.9266
BART + CL 0.8406  0.7724 0.9278
BART + PG 0.8458  0.7777 0.9294
BART+CL+PG | 0.8480  0.7822 0.9312
mTS5 (vanilla) 0.8453  0.7781 0.9297
mT5 + CL 0.8489  0.7833 0.9315
mT5 + PG 0.8511 0.7857 0.9322
mT5 + CL + PG 0.8533  0.7897 0.9336

Table 3: Automated evaluation of ablation experiments.
CL and PG are abbreviations for contrastive learning
and prompt guidance, respectively.

4.3 Performance of Event Reformulation

We evaluate the performance of the proposed gen-
eration model by computing automated metrics.
We disclose an annotated test dataset, which is
called Title2EventPhrase. Production procedures
and analysis of Title2EventPhrase are introduced
in Appendix B and C. We conduct ablation exper-
iments to measure the effect of the prompt and
contrastive learning modules. Furthermore, to ver-
ify the universality of these two modules, we uti-
lize BART (Lewis et al., 2020) and mT5 (Xue
et al., 2021) as the backbone networks, respec-
tively. 2 Experiments are measured with the
ROUGE (Lin, 2004), BLEU (Papineni et al., 2002)
and BERTScore metrics. As shown in Table 3, our
proposed components significantly improved the
generation performance.

4.4 Performance of Semantic Retrieval

In this section, we evaluate the effectiveness of
our proposed semantic retrieval model against the

“We use a popular version of the Chinese BART model
available at https://huggingface.co/fnlp/bart-large-chinese,
and the base version of mT5 available at https://huggingface.
co/google/mt5-base. It is worth noting that the number of
transformer layers in both models is consistent.
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Models \ Recall@10 MRR@10 AUC
RoBERTa (vanilla) 0.74 0.43 0.80
RoBERTa + CL 0.75 0.45 0.82
RoBERTa + CL + 2T 0.80 0.51 0.87

Table 4: Evaluation of semantic models. CL and 2T
are abbreviations for contrastive learning and two-stage
training with hard neg samples, respectively.

baseline by employing three definitive performance
metrics: standard Recall@K (Jegou et al., 2010),
MRR@K (Craswell, 2009) and AUC (Fawcett,
2006).

We construct a testing dataset with a similar
method to obtain <query, event> pairs as the train-
ing dataset mentioned in Section 2.3, with rele-
vance labels annotated by experts. We sample
them at different time periods to ensure training
and testing datasets have the same distribution but
are non-overlapping. Table 4 shows the advan-
tages of our training scheme over other baseline
models. In addition, we also visualize the results
of a two-dimensional t-SNE (Van der Maaten and
Hinton, 2008) graph on the embedding of 100,000
queries, further demonstrating the effectiveness of
our proposed method in addressing the problem
of representation degradation. For more details,
please refer to Appendix D and Figure 7.

5 Related Work

Query understanding (QU) is a fundamental
task of information retrieval (IR), which aims
to help reformulate query, predict query intent,
and ultimately improve the document relevance
modeling (Zhang et al., 2020a). As an essential
method for QU, query expansion (QE) involves the
addition of relevant terms or specific information
to a query to clarify intention and enhance retrieval
performance (Rosin et al.,, 2021). In recent
years, most QE methods have been based on word
embedding techniques (Srinivasan et al., 2022;
Padaki et al., 2020; Azad and Deepak, 2019; Kuzi
et al., 2016; Zamani and Croft, 2016), which select
semantically related terms as expansions. Usually,
word embeddings are learned in two ways, one is
based on the semantic vector of terms and the other
is based on retrieval relevance (Diaz et al., 2016;
Zamani and Croft, 2017). Meanwhile, external data
sources, such as Wikipedia and WordNet, have also
been utilized for QE (Azad and Deepak, 2019).
However, these conventional QE methods
mainly rely on mining search logs or pre-built ex-

pansion libraries, which leads to slow update rates
in time-sensitive scenarios. On the other hand, new
occurring events in real time can meet the timeli-
ness requirements well, and mining QE from them
is a promising research direction. Recently Deng
et al. (2022) construct a large-scale dataset aiming
at extracting event arguments, like subject, pred-
icate and object, from news headlines. However,
structured outputs from extractive models (Lu et al.,
2022; Gao et al., 2022) might not be fully utilized
by the retrieval and ranking modules. We thus
turn to generative models for event reformation.
Normalized events serve as crucial signals for time-
sensitive query expansion, which makes the largest
contribution to our work.

6 Conclusion

This paper presents our solution for large-scale
event-centric query expansion, called EQE, which
is able to efficiently capture query intent for ongo-
ing events and help our search engine to retrieve
more event-related results. Advanced techniques
are involved in each stage of EQE to improve per-
formance. Offline experiments and online A/B
tests verify the effectiveness of EQE. We have de-
ployed the system in Tencent QQ Browser Search
to serve hundreds of millions of users. Meanwhile,
we share the design and deployment scheme.
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A Characteristics of News Headlines

News headlines, designed to catch the reader’s at-
tention and highlight the editor’s perspective, may
contain redundant information beyond the event
itself. In addition, they often use irregular grammar
for the sake of memorability, and some words re-
quire extensive knowledge to comprehend. We pro-
vided several examples in Figure 5, which clearly
demonstrate the necessity of using generation mod-
els to reformulate them before using them as query
expansion.

B Title2EventPhrase Construction

Data Collection. We collect a broad range of Chi-
nese web pages from January to March 2022, using
web crawler logs from Tencent QQ Browser Search,
and choose a reliable business tool to identify web
pages that mention events (primarily from news
websites). Following this, we extract the titles of
the chosen web pages and automatically label them
with our predefined topics. Any titles that contain
toxic content are removed. To ensure a diverse
range of events, we conduct data sampling every
ten days during the crawling period. This reduces
the frequency of events that belong to the most
commonly occurring topics, resulting in a more
balanced distribution of topics. In total, we col-
lected over 100,000 instances.

Annotation Standard. We summarize some es-
sential parts of our annotation criteria. Our goal is
to obtain clear and concise event descriptions from
the titles and to extract the most chief (core) events
from titles that contain multiple events. To achieve
this, we have outlined some important specifica-
tions below:

1) Our definition of an event is a real-world be-
havior or change in state. It is worth noting that
statements like policy notices or subjective opin-
ions are not considered events. Furthermore, if
a title is unclear or contains multiple unrelated
events (e.g. news roundup), it should be flagged as
“invalid” by annotators.

2) We have specified some rules to clarify
the labeling of event phrases: a) definite (non-
interrogative), fluent (good readability) description
of the event in the title; b) consistent with the fact
described in the title; ¢) if there is a progressive
relationship between multiple events in the title,
they need to be included to ensure the integrity of
the information; d) quantifiers, gerunds, and com-
plements need to be removed if they do not affect

the understanding of the event, otherwise should
be retained.

Crowdsourced Annotation. We cooperate with
crowdsourcing companies to hire human annota-
tors. After multi-rounds of training in three weeks,
27 annotators are selected. We pay them ¥ 0.3
per instance. Meanwhile, four experts participated
in two rounds of annotation checking for quality
control. For each instance, a human annotator is
asked to write the core event phase independently.
To reduce the annotation difficulty, we provide a
reference output along with the raw title. In the
beginning, the reference output is mined from the
query in click-log. After 10,000 labeled instances
are collected, we train a better BART model for
the rest of the annotation process. Also, we allow
the annotators to refer to search engines to acquire
domain knowledge. The crowd-sourced annotation
is conducted in batches with two rounds of quality
checking before being integrated into the final ver-
sion of our dataset.

Two rounds Checking. Each time the crowd-
sourced annotation of a batch is completed, it is
sent to four experts to check whether they meet
the requirements of our annotation standard. In-
stances that do not pass the quality check will be
sent back for revision, attached with the specific
reasons for rejection. This process repeats until
the acceptance rate reaches 90%. Then, the current
batch is sent to the authors for dual-check. The
authors will randomly check 30% of the instances
and send unqualified instances back to the experts
along with the reasons for rejection. Slight adjust-
ments on annotation standards also take place in
this phase. This process repeats until the accep-
tance rate reaches 95%.

C Title2EventPhrase Analysis

Overview. Table 5 shows the overview of the Ti-
tle2EventPhrase dataset, including data size, topic
numbers, and the average length of titles and
events.

Attribute Value
Data Size 41351
Number of Topics 25

Avg. Len. of Title ~ 25.85
Avg. Len. of Event 16.68

Table 5: The overall statistics of Title2EventPhrase.
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Challenges

Examples

Description

Noise

W

(New vitality above ice and snow! Changchun Ice and Snow
Xintiandi New Year's Eve Concert kicks off.)

KEZ ERFNE K E RIS IR S hT

The first sentence provides a commentary on the event, aimed at
capturing the reader's interest, but it does not directly convey the
essential details of the event.

Irregular Grammar

SHREN MINI EVIE#N2.9975#, BFIRQQIKILWM
EREWH

(Benchmarking Against Wuling Hongguang Mini EV! Priced
From ¥29,900, Chery QQ Icecream Officially Launched.)

The subject of the predicate X} (Benchmarking Against)",
is omitted since it appears at the next sentence.

Lack of word knowledge

BRRRF1 TS T MRET S Se 5

(Poulter Rushes to Score Birdie, Finishing the Match on 17.)

"$T8(Score Birdie)" is a term in golf but can be literally
interpreted as “hit bird” in Chinese. Domain knowledge is neede
to properly identify the predicate.

Figure 5: Challenges and examples of news headlines.

Filter Type

Examples

Description

Non-event Headline

iphonel3NWIF, HENA

(Why is iPhone 13 good? Please see the introduction.)

This sentence does not contain event-related information.

Missing Event
Components

BHHE, Ca¥mi

(Latest news, all deleted.)

This sentence lacks the subject of the event.

Numerous Events

ERELRERF RIS, BERFXBLD
x*: BREGROHHFEL...

(Early News: Kia Exec Heavily Criticizes BYD; Record-
breaking Bank Savings from Residents; Driving School
Coach Goes Viral After Resembling Yang Yang...)

This sentence contains three different events, all of which
pose a great challenge to downstream tasks.

Irregular Syntax

RYIEERR

(Dawn awakens suddenly)

This sentence is incomplete, lacking a verb and an object.

Interrogative Sentence

BFIEMEER, WA ReE s ?

(Near-sightedness in children is a major hazard. How can i
be effectively prevented?)

The sentence is a question and does not contain any
objective.

Figure 6: Filter rules in coarse filter stage.

Topic Distribution. Table 6 lists 25 topics with
their respective numbers and proportions. The dis-
tribution of topics in the dataset is obviously long-
tailed. The largest number of topics is Society,
whose proportion exceeds 31%, while 11 topics
account for less than 1%.

Challenge Distribution. In this section, We an-
alyze the scale of observed challenges described
in Figure 5. We randomly select 1,000 headlines
and manually annotate which challenge type it be-
longs to. The annotation result shows that 27%
of sampled headlines have redundant expressions,
12% of them suffer from irregular grammar issues,
and 11% of them require domain knowledge for
sentence understanding.

D Event Representation Analysis

As mentioned in Section 2.3, our baseline model
suffers from the issue of representation space degra-
dation, leading to poor generation and retrieval per-
formance.

In Figure 7, we present 2-dimensional t-SNE vi-

Figure 7: The t-SNE visualization of event representa-
tions from encoders without and with contrastive learn-
ing.

sualizations of the representation space obtained
from queries without and with contrastive learning.
As demonstrated in the left part of the figure, with-
out contrastive learning, the model encodes queries
into a smaller space with more collapses. As a
comparison, the addition of contrastive learning ex-
pands the embedding space with better alignment
and uniformity.
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Topic Count  Proportion

4 (Society) 12985  31.40%
4%4% (Finance) 5877 14.21%
f&E (Sports) 4504 10.89%
BT Z (Current Events) 4078 9.86%
R (Technology) 2698 6.52%
1% (Entertainment) 1903 4.60%
#E (Education) 1415 3.42%
K=, (Weather) 1307 3.16%
15Z (Cars) 1255 3.03%
FH (Military) 738 1.78%
7 (Real Estate) 614 1.48%
JiRIEF (Travel) 597 1.44%
=4 (Agriculture) 546 1.32%
AL (Culture) 435 1.05%
W (Games) 365 0.88%
ZRZ (Variety Shows) 363 0.88%
5 (Movies) 324 0.78%
{8 (Health) 314 0.76%
HLALE] (TV Series) 210 0.51%
7 # (History) 202 0.49%
B}2# (Science) 150 0.36%
F R (Music) 150 0.36%
HEVE (Life) 116 0.28%
% & (Food) 103 0.25%
% (Sentiment) 102 0.25%
Total 41351 100%

Table 6: The topics in Title2EventPhrase with their
numbers and proportions of instances.

E Event Filter Rules

In this stage, we introduce the filtering criteria for
headlines in the coarse filter phase. Five types
of headlines will be excluded, namely: non-event
headlines, missing important components related
to the event, containing multiple events, irregular
syntax, and interrogative sentences. We provide
examples of each of these five types in Figure 6.
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