Lingxi: A Diversity-aware Chinese Modern Poetry Generation System
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Abstract

Chinese modern poetry generation has been
a challenging task. One issue is the Chi-
nese word segmentation (CWS) which is crit-
ical to comprehend the Chinese language but
was not always considered in common tok-
enization methods. Another is the decoding
(sampling) method which may induce repeti-
tion and boredom and severely lower the di-
versity of the generated poetry. To address
these issues, we present Lingxi, a diversity-
aware Chinese modern poetry generation sys-
tem. For the CWS issue, we propose a novel
framework that incorporates CWS in the tok-
enization process. The proposed method can
achieve a high vocabulary coverage rate with a
reasonable vocabulary size. For the decoding
method and the diversity issue, we propose a
novel sampling algorithm that flattens the high
likelihood part of the predicted distribution of
the language model to emphasize the compar-
atively low-likelihood words and increase the
diversity of generated poetry. Empirical result-
s show that even when the top 60% of cumula-
tive probability mass of the predicted distribu-
tion is flattened, our method achieves compa-
rable or even better performance than baseline
sampling methods. Our system is available at
http://lingxi. websitel.

1 Introduction

Chinese modern poetry generation has been a chal-
lenging natural language processing (NLP) task.
One issue is the Chinese word segmentation (CWS)
problem. Unlike English words that are naturally
delimited by white spaces, Chinese words do not
have explicit word delimiters. Since different CWS
strategies may completely change the semantics
of Chinese words, CWS is always crucial for hu-
mans to comprehend the Chinese language and is
regarded as a critical Chinese NLP task. Despite its
*Corresponding author.

*Video demonstration is available at https://
youtu.be/ofNTZFCM4DQ.
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importance, CWS is always ignored in benchmark
tokenization methods such as byte pair encoding
(BPE, Gage, 1994; Sennrich et al., 2016) or uni-
gram language model (Unigram LM, Kudo, 2018),
as well as in recent researches on Chinese poetry or
lyric generation (e.g., systems by Lee et al., 2019,
Zhang et al., 2020, and Zhang et al., 2022). A criti-
cal issue is that the rendered vocabulary from CWS
tends to exhibit an extremely long “tail”, which
demands additional techniques to process before
being incorporated into the language model.

Another challenge is the high diversity require-
ment for poetry generation. The task is unique com-
pared with common neural generation tasks, which
try to predict the correct answers from the training
corpus and focus on the fluency of the generated
texts. Concretely, a piece of easily understood and
highly fluent poetry with high-likelihood words
might not always be considered poetic, while se-
mantically ambiguous poetry with low-likelihood
words might be diversified and creative. We consid-
er the diversity issue from the view of the decoding
(sampling) algorithm of the language model. The
widely acknowledged golden methods include the
nucleus sampling (Holtzman et al., 2020), top-k
sampling (Fan et al., 2018; Holtzman et al., 2018),
and temperature sampling, which have been proved
to be able to control the quality and diversity of gen-
erated texts. However, in our system, these golden
methods might occasionally generate boring and
repetitive samples with low diversity, severely hurt-
ing the quality of the generated poetry. Thus it
inspires us to explore novel decoding algorithms to
address the diversity issue for poetry generation.

To address these challenges, we present
Lingxi, a diversity-aware Chinese modern poetry
generation system with the following features. For
the CWS issue, we propose a novel framework that
incorporates CWS in the tokenization process. The
proposed method not only leverages the human
knowledge from the CWS model but also com-
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bines the advantage of frequency-based tokeniza-
tion methods, which can achieve a high coverage
rate of the vocabulary while maintaining a reason-
able vocabulary size. For the high-diversity issue,
we propose a novel decoding (sampling) method,
namely the nucleus sampling with flattened head
(NS-FH) algorithm. It flattens the high-likelihood
part of the predicted distribution to suppress the
high-likelihood words and emphasize the less like-
ly words to improve the diversity of the generated
poetry. Surprisingly, we find that even if the top
60% of cumulative probability mass of the vocabu-
lary’s distribution is flattened, the model achieves
comparable or even better performance than base-
line methods.

2 The CWS Framework for Chinese
Modern Poetry Corpus

2.1 The “Long-tail” Issue of CWS
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Figure 1: Comparison of the cumulative coverage rate
of the vocabulary. The original vocabulary produced by
CWS (colored in blue) has a total size of more than 3
million, and the top 20,000 words in the vocabulary has
a coverage rate of only 90%. With the proposed frame-
work, the vocabulary coverage rate can be increased to
nearly 100% (colored in red) while maintaining a suit-
able vocabulary size (less than 20,000).

Following the pre-training/fine-tuning paradigm,
we collect about 3,500 published books of Chi-
nese novels as the pre-training corpus, aiming at
Chinese literary language modeling. Then we col-
lect about 220,000 passages of Chinese modern
poetry and lyrics as the fine-tuning corpus. To
build the vocabulary, most researchers directly ap-
ply frequency-based tokenization methods such as
byte pair encoding (BPE, Gage, 1994; Sennrich
et al., 2016) or unigram language model (Unigram
LM, Kudo, 2018) without considering the Chi-
nese word segmentation (CWS) issue, which is a
critical Chinese NLP task and can be modeled by
supervised learning (Liu et al., 2014; Yan et al.,
2020; Qiu et al., 2020; Duan and Zhao, 2020). De-
spite these advances, it is still difficult to directly
deploy CWS into the tokenization process due to
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the “long-tail” issue. Figure 1 illustrates the cu-
mulative coverage rate of the vocabulary (sorted
by the word frequency) of our corpus produced
by the CWS software THULAC (Sun et al., 2016).
It generates a large vocabulary (containing about
3.6 million words) with a very long low-frequency
“tail”, which grows slowly to the coverage rate of
the vocabulary and takes a nonnegligible portion
of coverage. In our case, the top 20,000 words
take about 90% coverage on the corpus, and the
remaining 3.6 million minus 20,000 words take the
remaining 10% coverage, which satisfies Zipf’s law
(Zipf, 1949). Truncating the “tail” would result in a
low coverage rate and too many “unknown” tokens.

2.2 Proposed CWS Framework

To handle the “long-tail” issue, we propose the
following heuristic algorithm, which segments the
“tail” into “subwords” using words from the top
portion of the vocabulary.

Step 1: Use the CWS tool THULAC to process
the corpus and acquire the vocabulary, sort it by
the word frequency, and choose a top portion of the
vocabulary as the basic vocabulary.

Step 2: For the out-of-vocabulary (OOV) word-
s, use the basic vocabulary to segment them into
subwords. For subwords outside the basic vocabu-
lary, add them to the basic vocabulary. If an OOV
word has different segmentation strategies, deter-
mine by choosing the largest likelihood product of
subwords.

Step 3: Sort the expanded basic vocabulary, and
choose a top portion as the final vocabulary.

Let V denote the vocabulary of the corpus
produced by the CWS model. For each word
w € V, its frequency and likelihood are denot-
ed by n(w) and p(w), which satisfy p(w)
n(w)/ > ey n(w). Sort V by p(w), then choose
the top portion of the vocabulary with cumula-
tive coverage rate being P; (referred to as “top
P;”) to construct the basic vocabulary Vpasrc.
The rest of words in V' (“tail”) are denoted by
Vasic. To process V BasiC, segment each word
in Vgasic using words in Vpag7c. During this
process, a word might have different segmentation
strategies. To solve the segmentation ambiguity, let
S(w) = {wy, we, ...}, w; € Veasrc denote a seg-
mentation of word w € V gag7c with an ordered
sequence of token w;. We choose the segmenta-
tion strategy with the largest likelihood product,



Vocab Sorted by

Pre-training Corpus

Frequency

Top 90%

Coverage

Total Vocab:
3,861,492 Words

12,364 Words

Fine-tuning Corpus

Top 90%
Coverage

[ —
4,672 Words

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
I Merge Vocab from Both Corpus I 1
1
1
1
1
1
1
1
1
1
1
1
1
1
Total Vocab: 1
527,696 Words 1
1

Step 1: Use THULAC to get the vocabulary. Merge top 90%:
coverage of vocabulary from both corpus as the basic vocabulary

(12,643 words, marked as blue).

r
Ambiguity of Segmentation Determine by Comparing p; and p,. 1

:OO\/ Words are segmented into sub-words using the basic vocabulary.
1 Ambiguity is determined by the product of likelihood of sub-words.

1
: Sub-word 1 Sub-word 2 :
: Strategy 1 Piy P2 P1= Py X Pr2 :
! 1
! 1
! 1
! 1
! 1
| Strategy 2 Pas Ll e [pmpaxpa|
: Sub-word 1 Sub-word 2 :
1
1
|

OO0V Word

Sub-word 1|ID ED Sub-word 3
| |:] Sub-word 2 (OOV Sub-word)

Step 2: Use the basic vocabulary to segment all OOV words. Add OOV sub-
words (marked as red) to the basic vocabulary.

Step 3: Truncate low frequency tails in the expanded basic vocabulary
(23,296 words) to get the final vocabulary (17,589 words). Its coverage is
closeto 1.

Figure 2: Illustration of the proposed CWS framework for Chinese modern poetry.

i.e., argmaxg(y) [ [,es(w) P(w). If any word out-
side Vpasrc is found in the segmentation, add it
to Vpasrc. After all words in V gag7c are pro-
cessed, Vpasrc will be expanded to cover all the
corpus. Sort the expanded Vg 457¢ by its updat-
ed word likelihood and choose the top P; of the
vocabulary as the final vocabulary Vrry 1. The
process is described in Algorithm 1.

Algorithm 1 The proposed CWS Framework
Input: Training Corpus
Output: VFINAL
I: Acquire V' by THULAC, sort V by p(w),
choose top P; of V as Vpag1c, and its com-
plement as V gag7c.
for each w € Vgasrc do
Find all possible segmentations {S(w)}
S*(w) < argmaxg(y) [ [yesqw) P(W)
for each w* € S*(w) do
Add w* to Vgasro if w* §§ VBasic

A A R o

Update p(w). Sort Vpasrc by p(w), choose

top P of Vpasic as VrinaL
return Vernar

After all words in V gag7c are processed, all
sub-words outside Vg as5rc will be added to the
vocabulary. In this way, Vg a57¢ will be expanded
to cover all information in the corpus, and all OOV
words can be segmented into in-vocabulary sub-
words. All information will be kept during this
process with no “unknown” tokens. And in the
last step, only sub-words with a very low word
frequency that are rarely used will be filtered out
and replaced with “unknown” tokens. In this way,
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the final vocabulary will achieve a high coverage
rate with a suitable size. The entire process is
shown in Figure 2. It combines the CWS model
with frequency-based tokenization methods and
can generate a vocabulary with suitable size and
high coverage rate. In our case, the coverage rate
of the final vocabulary is close to 1.0 (larger than
1 — 107%, see Figure 1), with a vocabulary size
being 17,589.

Since we have two different training corpora,
we seek to leverage the word frequency feature
from both corpora. For Step 1, we choose the top
90% of the vocabulary from a) both corpora and
b) the fine-tuning corpus only, then merge them
as the basic vocabulary. This emphasizes the fine-
tuning corpus to benefit its generation task. The
size of basic vocabulary merged in Step 1 is 12,643.
After Step 2, the vocabulary size is expanded to
23,296. In Step 3, we drop words with a frequency
lower than a) 100 on both corpora and b) 10 on the
fine-tuning corpus and acquire the final vocabulary
with 17,589 words. By observation, the dropped
words in Step 3 are all extremely rare single-length
Chinese words.

3 The Diversity-aware Sampling

We train an auto-regressive Transformer language
model on the two collected corpus for generation
(see the appendices for the model details). As is
widely acknowledged, the decoding module plays
a crucial role in neural text generation. Stochas-
tic sampling methods such as nucleus sampling
(Holtzman et al., 2020), top-k sampling (Fan et al.,
2018; Holtzman et al., 2018) and temperature sam-



pling can generate texts with higher diversity than
traditional decoding methods such as beam search.
Recent advances such as MIROSTAT (Basu et al.,
2021) and typical sampling (Meister et al., 2023)
use adaptive filtering on top of these methods. How-
ever, in our model, we observe that traditional algo-
rithms occasionally generate boring and repetitive
poetry with low diversity, thus severely hurting the
quality of generated poetry.
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Figure 3: Illustration of the proposed NS-FH algorithm,
which flattens and rescales the high-likelihood part of
the predicted distribution to emphasize less likely word-
s and increase the diversity of generated poetry.

Recent research has revealed that the low-
diversity issue can stem from the high-likelihood
part of the predicted distribution (Holtzman et al.,
2020; Basu et al., 2021), which is not fully lever-
aged by traditional sampling methods. We consider
the intuition for poetry composing that fluent po-
etry with too many high-likelihood words can be
boring (i.e., the boredom trap, Basu et al., 2021);
in contrast, semantically ambiguous poetry with
surprising and low-likelihood words can be cre-
ative and poetic (e.g., poems by James Joyce or
Marcel Proust). Inspired by this, we propose a
novel sampling algorithm to emphasize the less
likely words on the predicted distribution to in-
crease the diversity. We leverage the notion of
nucleus sampling (NS) by defining an additional
filtering parameter denoted by ¢ to identify the
high-likelihood part (“head”) of the vocabulary, de-
noted by V"¢ Then we propose to flatten and
evenly redistribute the probability mass for Ve,
to emphasize the “comparatively low likelihood”
words in the “head”. For the low-likelihood part
of the distribution (“tail”’), we adopt nucleus sam-
pling with parameter p (p > ¢) to truncate the “tail”
like the tradition. Stochastic sampling is conducted
on the flattened and rescaled distribution for all
sampling steps. The above method is referred to
as nucleus sampling with flattened head (NS-FH)
algorithm. The diversity gain of the algorithm is
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controlled by ¢, which determines the boundary of
Vhead The algorithm is illustrated in Figure 3.

The proposed algorithm has a close relationship
with nucleus sampling. Their truncation mecha-
nisms on the predicted distribution are identical-
ly based on the threshold {p, ¢} of the cumula-
tive probability density function. And our method
features in using an additional threshold ¢ to de-
termine another smaller portion of the predicted
distribution and flattening their probability densi-
ty function. And since g is also a threshold for
the cumulative probability density function, the
flattening manipulation will not affect low-entropy
distributions that only contain an “unquestionably
correct” word which takes most of the probability
mass, thus not hurting the fluency of the generat-
ed poetry. We later show in the empirical results
that the proposed method can closely follow the
behavior of nucleus sampling when using a small
value of g while exhibiting higher diversity when
setting a large value of ¢, achieving diversity-aware
sampling.

4 Demonstration and Evaluation

4.1 System Interface

The system interface and poetry example are shown
in Figure 4. We provide a plain mode and an ad-
vanced mode. For the plain mode, input the poetry
prompt, choose the diversity parameter with the
slider, and hit the “submit” button to get a gener-
ated poetry. By default, the system uses the pro-
posed NS-FH algorithm as the decoding method.
In the advanced mode, we implemented the three
golden sampling methods (nucleus sampling, top-k
sampling, and temperature sampling) as well as
two novel sampling methods (MIROSTAT by Basu
et al., 2021 and typical sampling by Meister et al.,
2023) for users to choose and compare.

4.2 TImpact of Sampling Algorithms

It is noteworthy that the performance of the sam-
pling algorithm is highly dependent on the sam-
pling hyperparameter. To illustrate and compare
their impact on the generated poetry, we take ad-
vantage of the quality-diversity trade-off feature
(Nadeem et al., 2020; Zhang et al., 2021; Basu
et al., 2021). By tuning the hyperparameter for one
sampling algorithm, the quality (fluency) metric
and the diversity metric of the generated poetry
form a trade-off curve in which an increase in the
diversity metric will decrease the fluency metric.
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Figure 4: The system interface and generated poetry sample of Lingxi.

Such a feature demands a holistic picture of the
trade-off curve by traversing the hyperparameter
space and evaluating automatic metrics on the gen-
erated poetry to reveal the nature of the algorith-
m. As a result, we leverage the trade-off feature
by aligning corresponding metrics on a 2D plane
throughout our evaluation.

Concretely, we use every poetry title from the
validation set as the input prompt for generation,
which results in 15,218 generations per sampling
algorithm per hyperparameter. We choose the flu-
ency metric as the perplexity (PPL) of generated
poetry (lower score indicates higher fluency but
more boredom). We then choose the following
three diversity metrics: the Zipf coefficient (Zipf,
1949; Newman, 2005) which reflects the sloping
tendency of the word frequency distribution (lower
score indicates a flatter distribution and higher di-
versity); the entropy of n-gram distribution (Zhang
et al., 2018) which reflects the diversity of n-grams
(higher score indicates less repeating n-grams and
higher diversity); the self-BLEU score (Zhu et al.,
2018; Holtzman et al., 2020) which reflects the
overlapping tendency among different generated
poetry passages (lower score indicates less over-
lapping and higher diversity). We calculate the
human-level metrics from the validation set as the
reference point.

Results for the fluency-diversity trade-off curves
are shown from Figure 5 to Figure 7. We show
regions around the human (reference) metric point
for a clear view (see Figure 10 to Figure 14 in
the appendix for full curves). Results show that
the human-level metric of Chinese modern poetry
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Figure 5: The trade-off curve for Zipf coefficient (diver-
sity |) against perplexity. Although all methods loose-
ly converge to the (reference) point, traditional
methods must greatly relax their sampling parameter-
s(p = 0.99, k£ = 2000,t > 0.9, m > 6, 7 = 0.99),
i.e., almost degrade to pure sampling to achieve human-
level metrics. With a small diversity parameter, our
method (NS-FH, ¢=0.20) has a similar trajectory to nu-
cleus sampling; with a large diversity parameter, our
method (NS-FH, ¢=0.60) exhibits higher diversity (low-
er curve) than other methods in most cases (only ex-
cept for typical sampling with 7 0.10), achieving
diversity-aware sampling.

suggests a high diversity requirement (low Zipf
coefficient, high entropy of n-gram, and low self-
BLEU score). To achieve human-level diversity,
traditional methods must greatly relax their sam-
pling parameter and almost degrade to pure sam-
pling (sampling on the original predicted distribu-
tion with no filtering) for maximum diversity. By
contrast, our method controls the trade-off curve
by tuning the diversity parameter g without fully
relaxing the filtering. When using a small value of
q = 0.20, our method closely follows the trajectory
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Figure 6: The trade-off curve for the entropy of 4-gram
distribution (Ent-4, diversity 1) against perplexity. All
methods exhibit close trajectories with each other and
converge to the (reference) point. Our method
( ) can also achieve the diversity upper
bound achieved by typical sampling with 7 0.1,
meanwhile its trade-off curve still stays close to the ref-
erence point.
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Figure 7: The trade-off curve for self-BLEU 5 (diver-
sity |) against perplexity. While all methods exhibit
close trajectories near the (reference) point, our
method ( ) achieves the highest diversity
boundary (lowest metric in the lower right region).

of nucleus sampling and converges to the reference
point; when using a large value of ¢ = 0.60, our
method achieves a comparable or higher diversi-
ty metric to traditional methods without deviating
from the reference point. These results indicate that
our method can achieve diversity-aware sampling
with good metric performance.

Note a very interesting behavior of the NS-FH al-
gorithm that by setting ¢ = 0.60 (colored in green),
i.e., the top 60% of cumulative probability mass of
the predicted distribution is completely flattened
and ignored, the trade-off curve does not drift away
from the human-level metric point (see the perfor-
mance degradation of sampling algorithms illustrat-
ed in Figure 3 by Nadeem et al., 2020), while even
achieving higher diversity metrics and boundaries
in most cases. This suggests that in our task with
a high requirement for diversity, the probability of
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high-likelihood words on a “flat” distribution with
high entropy can be ignored. Completely flattening
the distribution and ignoring the predicted probabil-
ity of high-likelihood words can counter-intuitively
achieve comparable or better results with higher
diversity. By inference, such a method might be
suitable for other artistic generation tasks like mu-
sic or drawings that require high diversity.
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Figure 8: The trade-off curve for p(Ent-4 < 4.0) ({)

against perplexity. Similar to the results of previous

diversity metrics, our method achieves a lower metric

boundary than traditional methods (except for typical

sampling with 7 < 0.3) and still converges to the
(reference) point.

Also, note the stochastic nature of the sampling
methods, which yields a stochastic trajectory of
tokens with variational quality. Under the same
sampling parameter and conditions, the generated
poetry might occasionally be repetitive and wordy.
So we focus on the distribution of the entropy of
n-gram metric to investigate the repetition tenden-
cy. We calculate p(Ent-4 < n), which reflects the
chance that the generated poetry has the entropy of
n-grams lower than the threshold 7. Empirically,
we set n = 4 to get a meaningful observation. Re-
sults are shown in Figure 8. They show that naive
sampling parameters for traditional methods easily
result in more repetition, e.g., nucleus sampling
with p = 0.80 has p(Ent-4 < 4) ~ 0.24. Simi-
lar to previous results, traditional methods have to
greatly relax the filtering parameter or degrade to
pure sampling to approach human-level repetition
tendency. By contrast, our method with ¢ = 0.60
achieves a lower curve (less repetition chance) than
most methods and also stay close to the reference
point. This indicates that our method with a high
diversity parameter can grant less repetition as well
as maintain a close relationship of repetition ten-
dency to human behavior without fully relaxing the
filtering.



4.3 Rhyming Feature
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Figure 9: The trade-off curve for the entropy of
rhyming word distribution against the fluency metric.
Results show that our method has on-par rhyming per-
formance with all traditional methods.

We also consider an additional metric to re-
flect the rhyming feature of the generated po-
etry. Similar to the entropy metric, we calcu-
late the entropy of rhyming word distribution
by E{_ log Prhyme (SL‘)}, where Prhyme (x) is the
rhyming word frequency distribution (higher score
indicates higher diversity but less rhymed). Simi-
larly, we plot the fluency-rhyming trade-off curves
in Figure 9. The results show that our method
achieves on-par rhyming performance with all base-
line methods. It indicates that the flattening manip-
ulation of our method does not hurt the rhyming
feature of the generated poetry, despite that our
method flattens the top portion of the cumulative
probability mass of the predicted distribution.

Since rhyming is an important feature for com-
posing Chinese modern poetry, we provide an ad-
ditional function to control the rhyme of the gen-
erated poetry. In the advanced mode of LingXi,
we adopt a re-ranking and replacing mechanism
for rhyming. During the generation process, once
a [NEWLINE] symbol was generated, we try to re-
place its previous token with a rhyming one. We
create hypotheses by combining each token from
the vocabulary that fits the requirement of the cho-
sen rhyme with a [NEWLINE] token, recalculate
the average perplexity of the combined tokens (hy-
pothesis), and choose the hypothesis with the low-
est average perplexity to replace the generated one.
One issue is that there might be cases in which all
hypotheses have high perplexity (low likelihood).
So we set an additional threshold that the hypoth-
esis must have an average perplexity lower than
the threshold to trigger the replacement. If none of
the hypotheses meet the requirement of the thresh-
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old, the generation remains unrevised. The above
method can achieve a trade-off between rhyming
and fluency by tuning the perplexity threshold. Em-
pirically, we set the threshold to 50 to achieve a
good performance. Although the method cannot
guarantee that all generated lines of poetry meet the
rhyming requirement, it features in its flexibility to
plug into all decoding methods implemented in our
system without modifying the language model or
the algorithms.

5 Conclusion

We present Lingxi, a diversity-aware Chinese
modern poetry generation system. To address the
CWS issue, we propose a novel framework that
combines CWS with the frequency-based method,
which can create a vocabulary with a suitable size
and high coverage. To increase the diversity of gen-
erated poetry, we propose nucleus sampling with
flattened head (NS-FH) algorithm which achieves
controllable diversity with on-par or better perfor-
mance compared to traditional sampling methods.
The proposed sampling algorithm provides a new
approach to increase the diversity of neural text
generation via the decoding module, which might
be beneficial for artistic generation cases that have
high requirements for the diversity or novelty.
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A Model Configuration, Training Details
and Supplementary Results

Detailed configurations and parameters of our
model are listed in Table 1. For special to-
kens, the [TITLE] token is added directly af-
ter the title of each poetry passage in the fine-
tuning corpus to capture the title feature. The
[START-OF-PASSAGE] token is added before
the starting token of the first poetry line. We cre-
ate a replica for each poetry passage excluding
the title and [TITLE] token, and mix them with
the original corpus as data augmentation. The
[NEWLINE] token is added at the end of each poet-
ry line in replace of the newline character, and the
[END-OF-PASSAGE] token is added at the end of
each poetry passage. English words and letters are
assigned [UNK-EW] tokens. Other unknown word-
s and sub-words are assigned [UNK] tokens. For
poetry passages longer than the maximum context
length, we create training samples using a sliding
window with stride being half of the maximum
context length. We split train/validation/test sets
using the common ratio of 85%/7%/8% (token ra-
tio for the pre-training corpus, passage ratio for the
fine-tuning corpus).

The model is an auto-regressive Transformer de-
coder, using cross entropy as the training loss. The
training process is developed using the Hugging-
face library by Wolf et al. (2019). It achieves
monotonic convergence of perplexity (PPL) on the
validation set of the pre-training corpus at the end
of the pre-training steps. We choose the best fine-
tuning epoch of the model with the lowest PPL on
the validation set of the fine-tuning corpus as the
final model. For the generated poetry, their full
metric trade-off curves for all sampling hyperpa-
rameters and sampling algorithms are shown from
Figure 10 to Figure 14.
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Parameters Value
number of Transformer layers 24

number of Transformer attention heads 16
embedding size 1,024
vocabulary size 17,589
maximum context length 128
number of network parameters 330 million
pre-training epochs 20
fine-tuning epochs 10

batch size per GPU 32

number of training GPUs

pre-training learning rate

fine-tuning learning rate

learning rate decay

warm-up steps

optimizer

weight decay

PPL on validation set after pre-training
best fine-tuning epoch

best PPL on fine-tuning validation set

8 NVIDIA® GeForce® RTX 2080 Ti

2 x 1074

{1x107°,2x 107}

linear decay

1% of total steps

Adam optimizer (Kingma and Ba, 2014)
0.01

17.58

epoch 4, learning rate being 2 x 10°
16.75

full sampling hyperparameter space
for the trade-off curves from Figure 10
to Figure 14.

p € {0.5,0.6,0.7,0.8,0.9,0.95,0.99, 1}
q€{0.2,0.4,0.6},p >¢q

k € {10, 20, 50, 100, 200, 500, 1000, 2000 }

t € {0.6,0.7,0.8,0.9, 1.1}

m € {2,3,4,5,6}

7€ {0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,0.99}

Zipf Coefficient

Table 1: Model configuration, training details and sampling parameters
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Figure 13: Full trade-off curve for p(Ent-4 < 4.0) against perplexity.
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