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Abstract

This work introduces the D-WISE Tool Suite
(DWTS), a novel working environment for dig-
ital qualitative discourse analysis in the Digital
Humanities (DH). The DWTS addresses lim-
itations of current DH tools induced by the
ever-increasing amount of heterogeneous, un-
structured, and multi-modal data in which the
discourses of contemporary societies are en-
coded. To provide meaningful insights from
such data, our system leverages and combines
state-of-the-art machine learning technologies
from Natural Language Processing and Com-
puter Vision. Further, the DWTS is conceived
and developed by an interdisciplinary team of
cultural anthropologists and computer scien-
tists to ensure the tool’s usability for modern
DH research. Central features of the DWTS are:
a) import of multi-modal data like text, image,
audio, and video b) preprocessing pipelines for
automatic annotations c) lexical and semantic
search of documents d) manual span, bounding
box, time-span, and frame annotations e) docu-
mentation of the research process.

1 Introduction

In today’s digital era, ever-increasing amounts of
heterogeneous, unstructured, and multi-modal data
are ubiquitous. Within this data, discourses of con-
temporary societies are included in various forms,
such as news articles or videos, social media post-
ings, forum threads, memes, podcasts, or TV shows.
This induces an issue for Digital Humanities (DH)
researchers when conducting digital qualitative dis-
course analysis (Keller, 2011) with such data to
examine complex sociological patterns and discus-
sions: It becomes infeasible for a researcher or an
average research group to investigate the data man-
ually so they rely on computer assisted qualitative
data analysis software (CAQDAS). Although there
are many such tools (Eckart de Castilho et al., 2016;
Gius et al., 2022; Shnarch et al., 2022; Schnei-
der et al., 2023), they often lack support for such

(amounts of) data or are proprietary software.
With the D-WISE Tool Suite (DWTS) intro-

duced in this work, we provide a novel working
environment to support and enhance digital qual-
itative discourse analysis. The tool is conceived
and developed within the D-WISE1 project in close
co-creation by an interdisciplinary team of cultural
anthropologists and computer scientists to ensure
the tool’s usability for modern DH research.

Our system relies on recent advances in Natu-
ral Language Processing and Computer Vision and
their combination to address the challenges of large
amounts of heterogeneous and multi-modal data.
Specifically, we employ state-of-the-art text (De-
vlin et al., 2019; Reimers and Gurevych, 2019), vi-
sion (Zhu et al., 2021; Li et al., 2023), speech (Rad-
ford et al., 2022), video (Ni et al., 2022; Tong
et al., 2022), and visio-linguistic models (Rad-
ford et al., 2021) in our multi-modal preprocessing
pipeline for tasks like named entity recognition,
multi-modal similarity search, object detection, im-
age captioning, automatic speech recognition (tran-
scription), and video understanding tasks. Other
essential functionalities for digital discourse anal-
ysis like lexical search or manual annotations, are
also supported by the DWTS.

In this paper, we describe the system architecture
and central features of the DWTS: (a) import of
text, image, audio, and video documents; (b) pre-
processing pipelines for automatic annotations and
indexing; (c) lexical and semantic similarity search,
(c) manual annotations; (d) automatic and manual
documentation of the research process. The DWTS
is designed as an extensible and scaleable open-
source software system and is publicly available on
GitHub2. Links to a demonstration instance3 and a
video4 are provided.

1 https://www.dwise.uni-hamburg.de
2 github.com/uhh-lt/dwts
3 acl-dwts.ltdemos.informatik.uni-hamburg.de
4 https://youtu.be/NEmq4AMXVss
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2 Related Work

In the following, we discuss the features and limita-
tions of popular open-source CAQDAS and general
purpose annotation tools concerning qualitative
discourse analysis on large heterogenous, multi-
modal, and multi-lingual document collections.

WebAnno (Eckart de Castilho et al., 2016),
CodeAnno(Schneider et al., 2023), INCeP-
TION (Klie et al., 2018) are a family of web-based
collaborative platforms for linguistic annotations
based on the UIMA framework. While they sup-
port a wide range of annotation-related features
for text documents, they do not support image, au-
dio, or video material. Although there exists a
WebAnno extension (Remus et al., 2019) for multi-
modal document annotations, the tool’s objective
is annotating relatively small corpora. Further, the
platforms do not include any deep learning technol-
ogy or preprocessing steps for automatic annota-
tions. Moreover, all platforms lack an overview of
the document collection and general search func-
tionality, making it challenging to apply for dis-
course analysis projects. Another popular tool is
CATMA (Gius et al., 2022). Although the web-
based platform is designed for qualitative and quan-
titative research, including annotation, analysis,
and visualization functionalities, it only supports
text documents. Other CAQDAS systems involving
deep learning techniques for automatic annotations
are LabelSleuth (Shnarch et al., 2022) and TextAn-
notator (Abrami et al., 2020). However, both tools
only support textual documents. Recogito2 (Simon
et al., 2017) is an open-source tool that can be used
for collaborative research projects, is applicable
for discourse analysis, and supports text and image
annotations. However, the tool does not implement
preprocessing pipelines and is designed for small
document collections. The widely used CAQDAS
tools MAXQDA and Atlas.ti fulfill almost all con-
sidered criteria but are proprietary closed-source
software, and require expensive licenses, what of-
ten poses a hurdle of academic research groups.
Further, the tools do not support advanced deep
learning features like similarity search, object de-
tection, or automatic audio and video transcrip-
tions.

3 System Demonstration

The D-WISE Tool Suite is a web-based working en-
vironment for digital qualitative discourse analysis.
It is designed to handle multi-lingual, multi-modal

material of large corpora, achieved by a scaleable
architecture built upon a unified data model and
state-of-the-art machine learning technology. The
application is developed for research groups fea-
turing collaborative projects with multiple users
and role management. Further, the system is easily
deployable using Docker, not requiring the installa-
tion of additional third-party software. Generated
data can be exported in common formats for further
analysis or processing with other tools.

3.1 Typical Workflow

The D-WISE Tool Suite has a variety of functions
that can be used in many diverse ways. For illustra-
tive purposes, we demonstrate the key features with
a typical workflow. Imagine Alice, a researcher
who examines the discourse on electronic health
apps. She accesses DWTS using her web browser
and is greeted by a login screen. After registering
and logging in, she creates a new project for herself
and her project partners.

Data Import To kick off the project, she uploads
her material as single files and in a ZIP archive. The
data comes in various formats and languages: She
saved relevant websites as HTML comprising text
and images, related PDF and DOCX documents,
and articles in raw text files. Further, she found rele-
vant videos and podcasts on the matter. The DWTS
can handle most data formats for text, image, audio,
and video documents. Additionally, DWTS offers
an external crawler implemented with Scrapy and
Beautifulsoup to scrape websites in case additional
material is required.

Data Preprocessing When a document is up-
loaded, it is automatically pre-processed by the
DWTS pipeline. It comprises ML-powered steps
to extract metadata and enrich the material with
additional information like annotations for named
entities or objects in images and videos. It handles
vast quantities of multi-modal, multi-lingual data
as explained in detail in Section 4.1. While the im-
port operation runs in the background, Alice enjoys
a coffee until all data has been processed.

Data Exploration Once the process has finished,
Alice starts her research by exploring the data (see
Figure 1). The DWTS offers traditional search
methods such as full text and keyword search 1).
Documents can be further filtered by manually and
automatically created annotations, codes and tags
2). During the exploration, Alice can overview the
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Figure 1: Components of the DWTS search interface: 1) Search bar for lexical search and filter options; 2) Currently
applied filters; 3) Multi-modal search results; 4) Search results statistics; 5) Document viewer with tags, metadata,
and annotations; 6) Tag editor popup. The screenshot has been optimized for demonstration purposes.

current search results 3) by referring to the statis-
tics panel 4) that lists the most frequent keywords,
tags, and entities in these documents. Clicking on
one of the documents opens a reader view on the
right panel 5), which can display text, image, au-
dio, video, or mixed documents. Here, both manual
and automatic annotations, e.g., text passages or
objects in images or videos, are highlighted. Meta-
data associated with the document can be viewed
and edited as well. This view also allows for multi-
modal semantic search by right-clicking on images,
videos, or sentences. As documents of all modali-
ties are represented in the same embedding space,
the semantic search can be utilized to retrieve sim-
ilar documents of the same or different modality.
Using these functionalities, Alice found several
relevant documents related to her research ques-
tions. She creates and applies a tag 6) to mark the
documents and save them in a collection.

Annotation / Coding Having found relevant doc-
uments, Alice decides to read them in detail 1) and
opens the annotator (see Figure 2). Using the pre-
viously applied tag, she can easily access and jump
between those relevant documents with the docu-
ment explorer 2). While reading, Alice annotates
interesting passages in text, audio, and video doc-
uments or regions of interest in image documents
on the fly 3). During this process, she constructs a

taxonomy by introducing various codes. The code
explorer 4) visualizes her team’s collaborative hier-
archical code tree and allows to rename, delete, and
merge codes if required. Codes and annotations
from other users and the system can be enabled
and disabled 5), which fosters collaboration and
discussion. This way, the D-WISE Tool Suite re-
alizes the three coding phases of Grounded The-
ory (Strauss and Corbin, 1990; Strauss et al., 1996):
Open coding by creating new codes on-the-fly and
axial and selective coding by providing means to
update codes. At any time, Alice can export the
automatically and manually created annotations,
the created taxonomy, and the raw documents in
common formats for further analysis.

Documentation and Reflection While search-
ing and going through documents, Alice learned
about new concepts, identified several issues, and
developed new ideas and insights on her research
topic. The memo feature of the DWTS allows her
to attach notes to all objects of interest: documents,
annotations, codes, and tags. This reflection pro-
cess is essential for qualitative discourse analysis to
elaborate patterns and phenomena effectively. Fin-
ishing her work for today, Alice wants to recap the
session. She opens the documentation view, a filter-
able and searchable overview of her memos. Fur-
ther, the system automatically logs her interaction
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Figure 2: Components of the DWTS annotation interface: 1) The opened document with annotations of the current
user and automatic annotations from the SYSTEM; 2) Document explorer with tag selection; 3) Annotation editor
popup for code selection; 4) Code explorer with hierarchical codes; 5) Annotation selection; 6) Annotation export
button. The screenshot has been optimized for demonstration purposes.

with the tool showing exactly when and where she
created codes, tags, or annotations. Alice uses the
integrated logbook to summarise today’s findings.
To share her findings with external researchers, she
downloads the logbook and sends it via email.

4 System Architecture

The DWTS is a client-server application with a
Python backend and a React frontend. A REST API
encapsulates core functionalities to enable commu-
nication between frontend and backend.

4.1 Backend Architecture
An essential requirement for the DWTS is scalabil-
ity, i.e., the system’s ability to operate with large
and growing amounts of data and many simultane-
ous users. This was considered and implemented
from the beginning by utilizing only scalable soft-
ware frameworks and libraries and deploying and
orchestrating the system using modern platform-
independent technologies. Further, the backend
was designed and implemented following common
software patterns and idioms to ensure high-quality
software fulfilling essential criteria such as extensi-
bility, availability, scalability, and maintainability.
Moreover, the system is required to be open-source,
i.e., we require third-party software to be open-
source licensed, too.

The backend is divided into several components
responsible for different functionalities grouped
into data storage and retrieval, data preprocessing,
communication, and deployment components.

4.1.1 Data Storage and Retrieval
Arguably the most crucial component of the DWTS
is its underlying data model. This data model
connects the elements of the business logic, e.g.,
projects, users, memos, or annotations, with the het-
erogeneous and multi-modal documents in differ-
ent representations. Business logic data is modeled
as SQL tables using the Python ORM framework
SQLAlchemy and stored in a PostgreSQL database.

Text-, image-, audio-, video-, or mixed-modality
documents are represented and stored in several
ways. The raw files are stored on disk and can be
downloaded by users as described in Section 4.1.3.
Semantic vector embeddings of documents or seg-
ments are stored in FAISS (Johnson et al., 2019)
indices. To retrieve the best matching documents
for a given query, we apply common information
retrieval techniques described in more detail in Sec-
tion 4.1.2. Textual information is stored in inverted
indices using ElasticSearch (Gormley and Tong,
2015)5 (ES) and is retrieved via ES Query DSL
executed utilizing the Python ElasticSearch client
5 We use v7.16.1 which is open-source licensed
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library. A Redis database caches intermediate re-
sults from costly operations and stores bug reports
and feedback.

4.1.2 Document Preprocessing Pipeline
The document preprocessing pipeline is a central
part of the DWTS and responsible for many of
its unique selling point features. A schematic
overview of the pipeline is shown in Figure 3. In
the following, we briefly describe the workflows
and essential steps of the pipeline, which is realized
as a distributed system using the Celery framework.

Whenever a document is uploaded to the DWTS,
a series of actions, referred to as flow, is applied
to it depending on its modality. Each flow is ex-
ecuted in an isolated celery worker process that
can be run on one or different machines. This de-
sign allows for easy scaling of the system if more
computing resources are required. Currently, our
system supports text, image, audio, and video doc-
uments resulting in four different flows, described
in more detail in the following.

Text Document Flow Text documents such as
HTML, PDF, Word, or TXT files are processed in
the text flow of the pipeline. After the document
is stored on disk and registered in the database,
the textual content gets extracted. For PDF and
Word documents, we use Apache Tika. For HTML
files, we use Readability.JS, to retain only a web-
site’s content. Image, video, or audio files in an
HTML page are extracted beforehand and run sep-
arately through the respective flows. Next, meta-
data like the language of the text is detected using
langdetect to load the language-specific pretrained
language model (PLM). Currently, we support En-
glish, German, and Italian using the respective
transformer models (Vaswani et al., 2017; Devlin
et al., 2019) within the spaCy framework (Honni-
bal et al., 2020), which we also use in the subse-
quent steps to do tokenization, sentence segmen-
tation, and Named Entity Recognition. Sentence
embeddings are computed using a pretrained mul-
tilingual CLIP (Radford et al., 2021; Reimers and
Gurevych, 2020) model from the SentenceTrans-
formers framework (Reimers and Gurevych, 2019).
CLIP is a state-of-the-art visiolinguistic model with
strong zero-shot performance in many downstream
tasks, including text-to-image and image-to-text re-
trieval. The embeddings are stored in FAISS (John-
son et al., 2019) indices. Finally, the textual content
is stored in an ElasticSearch index.

Image Document Flow First, the image is stored
on disk and in the database with its extracted meta-
data like the image dimensions. Then, we detect
objects in the image using a pretrained DETR (Zhu
et al., 2021) model, an efficient and effective object
detection model available within the huggingface
transformers framework (Wolf et al., 2020). Next,
a global semantic image embedding is computed
using the same CLIP model as in the text flow and
stored in a FAISS index. This enables multi-modal
similarity search of images and texts. Finally an
image caption is generated utilizing a pretrained
BLIP-2 (Li et al., 2023) model. This caption is
passed through the text flow to enable lexical and
semantic search.

Audio Document Flow In this flow, audio doc-
uments in standard formats, such as MP3 or WAV,
are processed. The file is stored on disk and
in the database along with its extracted meta-
data like the length of the recording. Then the
audio file gets chunked in about 5s segments,
which result in about 16.5 words with an average
words-per-minute rate of 198 (Wang, 2021), which
is in the range of the average English sentence
lengths (Moore, 2011). These chunks are then for-
warded through a Whisper (Radford et al., 2022)
model to compute semantic embeddings stored in
a FAISS index to enable audio-to-audio similarity
search.6 In the final step, we generate a textual
transcription of the audio using a Whisper model.
We treat the audio transcription as a text document
and run it through the text flow to support lexical
and semantic textual search.

Video Document Flow Documents in standard
video formats, such as MP4 or MOV, are pro-
cessed in the video flow. Again, first, the file
is stored on disk and in the database along with
its extracted metadata, like the duration or dimen-
sions. Afterwards, following the motivation for
audio files, the video gets chunked into about 5s
clips. These chunks are then forwarded through
a VideoMAE (Tong et al., 2022) or X-CLIP (Ni
et al., 2022) model to compute rich semantic em-
beddings, which are stored in a FAISS index to
enable video-to-video similarity search.7

Finally, we extract the audio stream from the
video and process it in the audio flow.
6 The similarity search for raw audio and video documents
or chunks is work-in-progress and has yet to be released in
our system demonstration DWTS instance. 7 This is still
undergoing research and is not yet available in the DWTS
demonstration instance.
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Figure 3: Illustration of the multi-modal preprocessing pipeline in the DWTS. Each flow for a specific modality is
executed in a separate Celery worker process. Steps involving deep learning models are highlighted.

4.1.3 Client-Server Communication
A REST API implemented using FastAPI encapsu-
lates all functionality of the DWTS. Using FastAPI,
an OpenAPIv3 schema and a SwaggerUI are auto-
matically generated, drastically easing the develop-
ment of UIs or other external applications consum-
ing DWTS functionality. To simplify communica-
tion between clients and the server, the parameters
and return types of all the API endpoints are de-
fined as data-transfer-objects (DTO) using Pydantic
models. These DTOs are also widely used within
the backend to decouple entities from database ses-
sions, for communication between different system
components, and to transmit data between the Cel-
ery workers of the preprocessing pipeline.

Further, we employ lighttpd as a file server for
raw text, image, audio, and video files.

4.2 Frontend Architecture
The frontend is an interactive web application build
with React and TypeScript. It communicates with
the backend by consuming its RESTful API to re-
alize most features. Since the backend exposes
its functionality with an API defined by an Ope-
nAPIv3 schema, we use a code generator to auto-
matically generate a client that fully supports all
functionality, including TypeScript interfaces or
classes for all parameter and return types. Data
fetching, caching, and synchronization are handled
with React-Query making the app faster and more
responsive while saving bandwidth and increasing
performance. The client state is managed by Re-
dux, which enables powerful functionalities like
undo/redo and state persistence. The interface and
interaction follow the recognized Material Design
System, which utilizes material-like surfaces for
the components. We use ready-made components
from the MUI library, as well as custom-tailored
components to implement the user interface.

4.3 System Deployment

The DWTS is deployed using modern containeriza-
tion technology. Every system component, i.e., the
databases and indices, API, Celery workers, and
the frontend, is deployed in a separate Docker con-
tainer. All containers are orchestrated in a Docker
Compose file that makes up the DWTS system.
This approach has several advantages: First, the
software is platform-independent and can be conve-
niently deployed on any modern system or infras-
tructure with minimal adaptation and configuration
efforts. Thus, the system can be deployed on lo-
cal servers for projects with confidential or privacy
constrained data. Second, the components can be
deployed on different machines, e.g., computation-
ally intensive components like the Celery workers
can run on a GPU server, while memory-intensive
components like indices and databases can run on
a storage server. Third, the system can be easily
scaled using Docker Swarm or similar technology.

5 Conclusion

This paper presented the D-WISE Tool Suite
(DWTS), a web-based open-source application to
support and enhance digital discourse analysis for
Digital Humanities by being able to operate on
large amounts of heterogeneous and multi-modal
data. We discussed the motivation and need for
our system by pointing out the limitations of exist-
ing DH tools for extensive multi-modal document
collections. Further, we demonstrated central func-
tionalities of the DWTS by describing a typical
workflow illustrated by screenshots, and provide
technical details about the system architecture in
a separate section. Currently work-in-process but
released in future work are video and audio anno-
tations and 4-way multi-modal similarity search
between text, image, audio, and video documents.
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Limitations & Ethics Statement

The DWTS makes state-of-the-art machine learn-
ing (ML) models accessible to researchers that
could previously not benefit from these advances.
Our tool targets Digital Humanities researchers and
is intended to assist with qualitative discourse anal-
ysis. As with most digital tools, though, it could
be misused for other work. We strongly believe
that including and enabling more researchers to
benefit from modern ML technology outweighs the
potential for misuse.

When using ML models, it is important to un-
derstand their limitations and critically reflect on
their predictions. ML models often include cer-
tain biases that can manifest in various types and
forms and are not without error. We try to mitigate
this by visualizing confidence scores where appli-
cable and additionally provide traditional methods
as ML-free alternatives. In particular, we offer a
multi-modal semantic similarity search and high-
light the confidences, but also provide a standard
lexical search to cross-check the results. Still, er-
rors in preprocessing steps, like removing relevant
content during data cleanup or the entity recognizer
model missing a certain entity of interest, may lead
to biased search and analysis results.

Naturally, we also introduce a bias with our sys-
tem design and envisioned workflow. While we
tried our best to model the process of digital dis-
course analysis as closely as possible, we might
still restrict a user in their workflow by our design
decisions.

Regarding privacy and security, we identified
and mitigated two limitations. The DWTS requires
users to upload their potentially sensitive data to
the system. To alleviate this, we ensured the tool
is easily deployable and can be self-hosted even by
non-experts allowing users to stay in full control
of their data. In particular, it is even possible to
install DWTS locally on private devices. Further,
the DWTS includes a feature that automatically
logs user actions and populates a logbook in order
to improve the documentation and reflection of re-
search processes. By making this an opt-in feature,
we guarantee that users are in control of their usage
data.

We are aware of the limitations of our system
and the technology therein and are committed to
actively participating in discussions with domain
experts regarding ML, privacy, and bias to identify
and iron out further constraints.
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