PEEP-Talk: A Situational Dialogue-based Chatbot for English Education

Seungjun Lee!, Yoonna Jang!, Chanjun Park'?, Jungseob Lee!
Jaehyung Seo', Hyeonseok Moon', Sugyeong Eo', Seounghoon Lee 3
Bernardo Nugroho Yahya*, Heuiseok Lim'*

'Korea University, South Korea, 2Upstage, South Korea
3Institute for Infocomm Research, A*STAR, Singapore
“Hankuk University of Foreign Studies, South Korea
{dzzy6505, morelychee, bcj1210, omanmal1928, seojae777, glee889, djtnrud, limhseok}@korea.ac.kr

chanjun.park@upstage.ai, lees1@i2r.a-star.edu.sg, bernardo@hufs.ac.kr

Abstract

English is acknowledged worldwide as a mode
of communication. However, due to the ab-
sence of realistic practicing scenarios, students
learning English as a foreign language (EFL)
typically have limited chances to converse and
share feedback with others. In this paper, we
propose PEEP-Talk, a real-world situational
dialogue-based chatbot designed for English
education. It also naturally switches to a new
topic or situation in response to out-of-topic
utterances, which are common among English
beginners. Furthermore, PEEP-Talk provides
feedback score on conversation and grammar
error correction. We performed automatic and
user evaluations to validate performance and
education efficiency of our system. The results
show that PEEP-Talk generates appropriate re-
sponses in various real-life situations while pro-
viding accurate feedback to learners. Moreover,
we demonstrate a positive impact on English-
speaking, grammar, and English learning anx-
iety, implying that PEEP-Talk can lower the
barrier to learning natural conversation in effec-
tive ways.

1 Introduction

In the era of globalization, English is used as a
worldwide international language (Kramsch, 2014).
A number of countries have incorporated the ac-
quisition of foreign language communication skills
into their lifelong learning objectives (Luna Scott,
2015). Altalbe and Wilkinson (2013) have iden-
tified several areas, including education, tourism,
and business, where direct communication with
people is crucial, and conversation skill is consid-
ered as the most essential of the various language
competencies.

However, students learning English as a foreign
language (EFL) do not have sufficient opportunities
to practice real-life English conversations (Jdetawy,
2011). To address this issue, recent technologies
such as smart speakers and conversational models

have been applied in English education (Tai and
Chen, 2020; Alsadoon, 2021; Li et al., 2017). In
particular, chatbots have shown promising results
in improving the communication skills and learning
motivation of students (Fryer and Carpenter, 2006).
Despite their potential, existing chatbot-based
educational platforms face several challenges in
providing effective language learning experiences.
These chatbots employ hand-crafted and pattern-
matching rules, limiting their communication abil-
ity and responding appropriately to out-of-situation
utterances (Tyen et al., 2022; Kim et al., 2019). Fur-
thermore, as smart speakers and conversational Al
models are not fully considered for educational pur-
poses (Terzopoulos and Satratzemi, 2020; Ji et al.,
2022), they cannot cover various topics in real-life
activities or provide educational feedback.

To address these challenges, we propose PEEP-
Talk, a situational dialogue-based chatbot for En-
glish education. It consists of a conversation mod-
ule, context detector (CD), and grammar error cor-
rection (GEC) modules. The conversation mod-
ule generates proper utterances considering the
given situations with our proposed dataset, called
SITUATION-CHAT. It covers a variety of real-
world situations. To address the previous chatbots’
inability to interact with dialogue out of topic or sit-
uation, the CD module changes the situation when
the conversation digresses from the current situa-
tion. PEEP-Talk also provides feedback on learn-
ers’ utterances with the situation similarity score,
linguistic acceptability score, and grammar error
correction.

We quantitatively verified the performance of
each module of PEEP-Talk and conducted a user
study to verify its effectiveness in English educa-
tion in a real-world environment. To the best of
our knowledge, there have been few attempts in
NLP research to conduct a user study that veri-
fies the performance and satisfaction of integrated
modules. The comprehensive evaluation of PEEP-

190

Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics
Volume 3: System Demonstrations, pages 190-207
July 10-12, 2023 ©2023 Association for Computational Linguistics



Talk demonstrates the potential of our situational
dialogue-based chatbot and feedback approach for
effective English education. We deploy our method-
ology on a demo site. The code and dataset' are
publicly available to facilitate further studies.

2 Chatbots for English Education

The field of language learning has been revolution-
ized by the emergence of chatbots. While previous
computer-assisted language learning (CALL) sys-
tems have provided lessons and practice in writing,
vocabulary, grammar, and other areas, they have
limitations in that learners eventually need an ac-
tual human, such as a teacher or a colleague, to
practice conversation (Chapelle, 2005). Chatbots
have the potential to bridge this gap in CALL sys-
tems, as they offer more natural conversation and
feedback similar to that of human instructors (Kim
etal., 2019).

Commercial chatbots for English education
have become increasingly popular, including Andy,
Mondly Speak Now, Duolingo, and Babbel. Andy
is a virtual tutor application that aids users in
learning English, while Mondly features language
lessons in various situations with a virtual teacher.
Speak Now uses Al-driven virtual avatars as in-
structors for learning English. Duolingo offers gam-
ified language lessons and has incorporated chat-
bots into its system, while Babbel features chatbots
as part of its teaching methodology. The features
of these existing chatbots for English education are
also shown in Table 1.

However, one of the main problems with current
English education chatbots is that they are unable
to provide a genuinely free and natural conversa-
tion experience. Many chatbots rely on rule-based
systems that are limited in generating diverse and
spontaneous responses to user input (Fryer and Car-
penter, 2006; Kim et al., 2019). As a result, learners
often feel frustrated and disconnected from the lan-
guage they are trying to learn (Fryer and Nakao,
2009). Additionally, these chatbots may struggle to
understand idiomatic expressions, provide person-
alized feedback, and recognize situational contexts.
Without engaging in meaningful and contextually
relevant conversations, learners may struggle to de-
velop the communication skills necessary for real-
life interactions in English-speaking environments.

lhttps ://github.com/metterian/peep-talk

features

URL

Al-based  Situation Feedback
Andy X X X andychatbot . com
Mondly X X X mondly.com
Speak Now X 4 X speaknow.ai
Duolingo v X v duolingo.com
Babbel X X 4 babbel.com
PEEP-Talk v v v peeptalk.us

Table 1: Comparison of chatbots for learning English.
Al-based (not rule-based), Situation (use of situational
dialogues), and Feedback (provision of learner feed-
back)

3 PEEP-Talk

We introduce PEEP-Talk and discuss its motivation
and unique features in §3.1. Then, we present the
SITUATION-CHAT in §3.2, which contains di-
verse and situational expressions. The overall archi-
tecture of PEEP-Talk, including its three modules -
conversation, context detector (CD), and GEC, is
described in §3.3. Finally, §3.4 covers PEEP-Talk’s
deployment.

3.1 Why PEEP-Talk?

While existing chatbot-based educational platforms
have shown promising results in improving stu-
dents’” communication skills and motivation to
learn English (Jia and Ruan, 2008; Fryer and Car-
penter, 2006; Haristiani, 2019), they still face sev-
eral challenges in providing a practical language
learning situation. One of the significant limitations
of these chatbots is their inability to interact with
utterances out of topic or situation. Additionally,
smart speakers and conversational AI models are
not fully optimized for educational purposes, as
they cannot cover various topics in real-life activi-
ties or provide feedback on grammar errors.

To address these challenges, we propose PEEP-
Talk, a situational dialogue-based chatbot for En-
glish education. PEEP-Talk is designed to generate
contextually appropriate utterances using our pro-
posed dataset, called SITUATION-CHAT. Fur-
thermore, the context detector (CD) module en-
ables PEEP-Talk to identify and adapt to changes
in conversation topics, providing a more natural
and engaging learning experience. The grammar
error correction (GEC) module provides instant
feedback to learners to improve their linguistic ac-
curacy.

PEEP-Talk’s situational dialogue-based ap-
proach and dataset with diverse situations offer
an effective language learning experience for EFL
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learners. PEEP-Talk aims to address the limitations
of existing chatbot-based educational platforms and
provide an interactive and engaging English educa-
tion environment.

3.2 The SITUATION-CHAT Dataset

This section presents the SITUATION-CHAT
dataset, a situational dialogue-based dataset for
English learning. An example of this dataset is
shown in Figure 1. The dataset contains various sit-
uation dialogue such as asking for directions, talk-
ing with friends in school, and company interviews,
among others. To construct our dataset, we follow
the definition of a situational dialogue in Klinghof-
fer (2008). Situational dialogue is a learning ap-
proach where learners participate in role-playing
through a routine activity, allowing for a more nat-
ural and engaging conversation. This approach has
been shown to enhance the learners’ communica-
tion skills, as it allows them to practice real-life
scenarios (Klinghoffer, 2008).

To construct our proposed dataset, We adopted
AI hub ?’s dialog corpus, a Korean-English transla-
tion corpus that contains conversations in a variety
of contexts across multiple domains. This corpus
is composed of division (domain), predefined situa-
tions, and dialogue history. To develop a situational
dialogue-based conversational Al, the contextual
information of predefined situations is insufficient.
Therefore, we employ human annotators to write
additional descriptions for the predefined situations.
A details of this process is provided in Appendix A.

The dataset contains 16,298 dialogues with
65,192 utterances for the training set and 1,000 dia-
logues with 4,000 utterances for the validation and
test sets, respectively. Each turn in the dataset has
an average length of 14 words, and it includes 303
different situations covering various domains, in-
cluding shopping, traffic, and travel. The statistical
details of the dataset are written in Appendix A.3.

3.3 Overall Architecture

The architecture of PEEP-Talk consists of three
modules: the conversation module, the context de-
tector (CD) module, and the grammar error cor-
rection (GEC) module. The conversation module
generates responses that are conditioned on the sit-
uation and the dialogue history. The CD module
checks the user’s input to determine its appropri-

>The AI Hub, which can be accessed at https://aihub.
or.kr is a public data platform operated by the government.

Situation

| want to exchange currency.
| need a check.
| am traveling.

Dialogue History

Division1: Travel/Shopping
Division2: Airport

A: Hello. Can | change some
money to dollars right now?

B: Sure. How much do you
need?

A: Roughly 1000 dollars for a
business deposit.

B: All right. | can help you right
away.

Figure 1: Example of the SITUATION-CHAT.

ateness in the topic or situation and provides feed-
back scores. The GEC module corrects grammati-
cal errors in the conversation. Figure 2 provides an
overview of the PEEP-Talk architecture.

3.3.1 Conversation Module

Compared to existing rule-based educational sys-
tems, the conversation module provides a more nat-
ural and diverse conversation experience to learners
by employing DialoGPT (Zhang et al., 2019), a pre-
trained language model trained on dialog corpus. It
is further fine-tuned on our SITUATION-CHAT
for learning situational expressions following the
methodology presented in Wolf et al. (2019b). The
input to the conversation module includes the situ-
ation, dialogue history, and candidate answers.

3.3.2 Context Detector Module

The primary objective of CD module is to provide
feedback on learners’ responses when the conver-
sation has deviated from the given situation. The
main challenge that commercial chatbots face for
English education is their inability to respond to
inappropriate input from English beginners, in-
cluding EFL learners (see Appendix H). Begin-
ners often make linguistic errors or speak topics
or situations that are out of topic in their conver-
sations (Al Hosni, 2014; Sermsook et al., 2017),
which the commercial chatbots are not equipped
to handle appropriately. The CD module addresses
this problem by checking the user’s utterance to de-
termine its appropriateness in the topic or situation
and whether it is linguistically natural.

The CD module gives situation similarity and
linguistic acceptability scores on dialogue and
switches dialogue situations. The situation similar-
ity score measures the similarity of the user’s input
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Conversation Module

SituationChat

Inputs

Context Detector + GEC Module

Situation : “Situation in which currency exchange
and traveler's checks are required.”

Situation

®

Dialogue Corpus

)

Transformer

(=)
CHOME

Situation

Dialogue
History

Human: The sales increase do faster
than the previous product.

PEEP-Talk: Why don't we speak
different topic?

Situation Similarity . 16.53
Linguistic Acceptability: 47.553

Figure 2: An overview of the modules in PEEP-Talk.

Models Validation Test
PPL Hits@l PPL Hits@1

Profile Memory 42.79 0.078 45.02 0.069
Lost In Conversation - 0.168 - 0.152
GPTsmarr 12.41 0.849 12.74 0.839
GPT-2spa1L 12.50 0.839 12.56 0.848
DialoGPTsparr 12.35 0.850 12.55 0.856
DialoGPTyeprum 14.77 0.884 13.89 0.864
DialoGPTLARGE 11.15 0.889 12.04 0.877

Table 2: Experimental results for validation and test
set of SITUATION-CHAT. PPL denotes perplexity
and Hits@1 denotes the correct identification of the
gold answer among 19 randomly sampled utterance
candidates.

to the current situation (detailed in Appendix B),
while the linguistic acceptability score checks the
grammatical correctness of the user’s input. The
CD module utilizes XLNet (Yang et al., 2019), fine-
tuned on MRPC (Dolan and Brockett, 2005) and
CoLA datasets (Wang et al., 2019), respectively.

The CD module suggests a new situation if the
situation similarity score is under a certain thresh-
old. Furthermore, as shown in Figure 2, learners
can see the feedback score of the CD module during
the conversation. Switching situation and real-time
feedback helps to enhance the learner’s understand-
ing of appropriate language use in different situ-
ations and promote their overall communication
skills.

3.3.3 GEC Module

To provide accurate and efficient English gram-
mar feedback to English learners, a deep learning-
based GEC module has been integrated into PEEP-
Talk in the form of a REST API. Specifically, we
have adopted the approach described in Park et al.
(2020), which uses a sequence-to-sequence (S2S)
model. This approach is based on a noise sequence

PEEP-Talk

Situation

CD Score

Select the situation
Situation Similarity

81.32%

T 0%

Linguistic Acceptability

91.74%

0%

Talking about symptoms -
Grammar Error Correction
I have a fever.
Talk to the chatbot
| have an fever.

-

| have an fever.

‘Your temperature is rising, so did you have a meal that
recently?

Figure 3: A screenshot of our demo website. Learners
can choose various situations from the select box and
receive responses. Grammatical errors are corrected and
highlighted. The feedback scores are shown in the CD
Score.

to denoise sequence (NS2DS) model, incorporat-
ing the copy mechanism (Gu et al., 2016). Notably,
this method has been validated using commercial
data and has been successfully applied in actual
services. With this method, our GEC module en-
sures accurate and helpful real-time feedback on
the learners’ grammar errors.

3.4 Deployment

The proposed PEEP-Talk is deployed through the
web to render it easier for more people to access our
system. We used HuggingFace (Wolf et al., 2019a)
and TextAttack (Morris et al., 2020) library for de-
veloping modules. We use FastAPI to make all our
modules as a REST API, then we build the web ap-
plication® with the Streamlit library. A screenshot
of our demo website is shown in Figure 3.

3http://peep’calk.us
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Situation .
Model Fluency Consistency Engagingness
Human 4.54 4.51 4.63
Profile Memory 2.78 1.79 2.25
GPT-2smarL 2.54 3.11 3.44
DialoGPT arcE 3.78 3.92 4.13

Table 3: Results of human evaluation of conversation
module. Human indicates the gold utterance of the test
set annotated by humans.

4 Experiments

In this section, the effectiveness of the conversa-
tion module is verified through several automatic
evaluation metrics and human evaluation. Also, we
analyze CD and GEC modules in Appendix D and
Appendix D.3 respectively.

4.1 Verification of Conversation Module

4.1.1 Quantitative Analysis

Method To empirically verify the conversation
module in situational dialogue, we compare ex-
isting baselines and our model with the ability to
generate and select the proper utterances. We uti-
lize Profile Memory (Dinan et al., 2019) and Lost
In Conversation as our baselines. For our model,
GPT (Radford et al., 2018), GPT-2 (Radford et al.,
2019) and DialoGPT (Zhang et al., 2019) are ex-
ploited and fine-tuned on our data. Experimental
settings are described in Appendix C. Furthermore,
perplexity, and Hits@]1 score indicating the correct
identification of gold answers among 19 randomly
sampled utterance candidates are used.

Results The experimental results of the conver-
sation module are presented in Table 2. The ex-
periment is conducted on validation and test sets
of SITUATION-CHAT. DialoGPT4rcE exhibits
the best performance with a perplexity of 12.04
and Hits@1 score of 0.877. This suggests that Di-
aloGPT is more effective in generating and select-
ing appropriate responses in situational dialogue
than the other models and baselines. Therefore, the
results suggest that DialoGPT can be a promising
model for situational dialogue. The experimental
settings and details are provided in Appendix C.

4.1.2 Qualitative Analysis

Method We evaluate the effectiveness of PEEP-
Talk in providing contextualized responses in var-
ious situations properly. The data of 30 situa-
tions are randomly selected from the test set of
SITUATION-CHAT. For comparison with exist-

ing methodologies, we select DialoGPT4gE fine-
tuned on our proposed dataset, DailyDialog (Li
et al., 2017), and the English education chatbots
Andy and Speak Now.

Results Table 4 presents the results of the qual-
itative analysis. In the “Asking for directions” sit-
uation, PEEP-Talk gives a specific and helpful re-
sponse, while DailyDialog’s response lacks useful
information. In “Requesting packaging”, PEEP-
Talk informs the customer about the availability
of containers and demonstrates knowledge about
the establishment, while DailyDialog’s response is
unhelpful. In the “Stopping credit card” situation,
PEEP-Talk is straightforward in asking for neces-
sary information, whereas Andy provides an un-
solicited introduction. In “Pharmacy”’, PEEP-Talk
provides a practical solution by recommending a
medicine, while DailyDialog and Speak Now pro-
vide generic responses. PEEP-Talk shows that it
can provide informative and helpful responses tai-
lored to the situation at hand.

4.1.3 Human Evaluation

To validate the quality of the conversation mod-
ule fine-tuned with SITUATION-CHAT, we con-
ducted a human evaluation. First, fluency, situa-
tional consistency, and engagingness are measured
as shown in Appendix E. We set the response
level on a Likert scale (Likert, 1932) from 1 to
5. The evaluators are asked to evaluate the quality
of the 150 randomly chosen model-generated ut-
terances chosen from the test set of SITUATION-
CHAT. The evaluators comprise English instruc-
tors, a teaching assistant, and three people with
bachelor’s degrees in English literature*. Table 3
reports the evaluation results. The result shows that
DialoGPTagge exhibits the highest score in all
factors and is the most similar to the human level,
indicating the potential of our model for providing
a more natural and engaging conversation experi-
ence for English learners.

5 User Evaluation

To verify the performance and satisfaction of PEEP-
Talk as an English education tool, we conducted a
user evaluation, which is rarely performed in NLP
research. While other research often concludes
their evaluation with human evaluation, we go fur-
ther by actually operating our system and verifying
its effectiveness in real-world English education.

*They were paid $0.4 per dialogue evaluation.
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Situation & Previous utterance | PEEP-Talk | DailyDialog | Andy | Speak Now
Asking for directions « ; ; ;
“Can you tell me how to get to You can take the train to the City Hall Station “I can’t, I'm not a train driver.” | “Okay” “Good Man.”

the nearest train station?” if you go out exit number 2 on the 2nd.”

“You can, but we don’t have a container
for soup dishes.”

Requesting packaging
“Can I get the leftovers to go?”

“I’m sorry, I don’t have
any leftovers.”

“Sure, will you

write me later?” “T'm looking at you”

ftoppmg credit card . “Yes, please tell me your social security number | “I lost my credit card and “ " oy s -
Hello? I lost my credit card and o H » T see Let’s keep going.
. " and the card number of the person who used it. I am calling to report the loss.
I am calling to report the loss.
Pharmacy “Oh, You hurt m
“I caught a bad cold. I cough a “Take this cold medicine pill three times a day.” | “I hope you feel better soon!” “Got it” ! y

lot and have a high fever.”

feelings”

Table 4: Comparison of PEEP-Talk with other conversational agents in different situations

Adj.
Group Mean SD Mean F(1,32) p
] Exp. 241 051 258
Accuracy 267 062 264 077 018
o0 Commu- “Exp. 276 066 279 .
= *
2 nication Ctrl. 203 070 260 04 003
g meaton  Cul 29 070 260
2 Exp 293 062 281 X
g Fluency cl. 259 o062 267 26 00
= Compre- “Exp. 335 049 347 .
en *
F  hension Ctrl. 333 049 330 398 0.04
Maturity of ~ Exp. ~ 2.71 059 298 . -
the language  Ctrl. 3.07 070 294 12.52 0.00
Exp 7222 895 6451 N
Grammar o 6528 1206 6380 0 004
Learning Exp 2.89 0.33 3.04 N
anxiety Crl. 308 061 34 292 004

Table 5: Analysis of covariance of English-speaking
performance, grammar, and learning anxiety for the two
groups. Adj. Mean = adjusted mean. Exp. = experimen-
tal group with 18 people; Ctrl. = control group with 17
people. *p < 0.05.

Method The users evaluation consisting of as-
sessments in English speaking, grammar, English
learning anxiety, and user satisfaction. In order to
conduct the evaluation, we divided participants into
experimental and control groups, with 18 and 17
people respectively. They perform pre-test and post-
test before and after practicing with our system.
The experimental group used PEEP-Talk for 30
minutes per day for a period of two weeks, while
the control group did not use any language learning
tools during the evaluation period. Participants in
both groups were consisted of women in their twen-
ties who are native Korean speakers and university
graduates.They are composed of those who speak
EFL. The details of the experimental design can be
found in Appendix F.

Results Based on the analysis of covariance (AN-
COVA) results in Table 5, the experimental group
shows better performance in most dimensions of
English speaking, except for accuracy, indicating
that PEEP-Talk improves learners’ overall speak-

ing skills. In terms of grammar, the experimental
group had a higher adjusted mean (64.51) com-
pared to the control group (63.80), and the F-test
result (F'(1,32) = 2.78, p < 0.05) indicates a sig-
nificant difference in the grammar skills between
the two groups. The English learning anxiety score
was lower for the experimental group (adjusted
mean = 3.04) than the control group (adjusted mean
= 3.14). We conclude that PEEP-Talk has a pos-
itive impact on English-speaking, Grammar, and
English learning anxiety after only two weeks of
use.

5.1 PEEP-Talk Satisfaction Survey

We conduct satisfaction surveys to collect learners’
satisfaction in a real English teaching environment.
(presented in Appendix G). The survey results indi-
cate that most users are satisfied with PEEP-Talk,
with more than 70% of respondents finding the re-
sponse of the chatbot natural and contextual. More-
over, 70 to 80% of respondents indicated that sit-
uational dialogue is educationally beneficial for
conversational English and that grammar correc-
tion is helpful. However, the CD module receives a
relatively low satisfaction rate of 46%, possibly due
to the module switching the situation even when
the user wished to continue talking about a specific
situation.

6 Conclusion

In this paper, we propose PEEP-talk, an English
education chatbot that allows learners to practice
real-life conversations and receive feedback. Our
research, pioneering in the realm of situational
dialogue-based chatbots, was substantiated through
rigorous qualitative and quantitative experiments.
Furthermore, through user evaluations and satis-
faction surveys, we confirmed that our method en-
hances educational efficiency and reduces learn-
ing anxiety for EFL learners in real-world English
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teaching environments. This research is pivotal as
it introduces a novel approach to chatbot-based En-
glish education, enhancing learning efficiency and
engagement. In the future, we will also integrate ad-
ditional features, such as learner progress tracking
and an administrative dashboard for personalized
instruction.

Limitations

This study has certain limitations. Firstly, the effec-
tiveness of the CD module in detecting inappropri-
ate input needs improvement. Secondly, the current
version of PEEP-Talk covers only a limited num-
ber of topics and situations, warranting an exten-
sion of the dialogue dataset. Thirdly, the observed
improvement in English speaking ability may not
be entirely attributable to PEEP-Talk, as external
factors such as daily English speaking practice out-
side the experiment could also have contributed.
Moreover, the participant pool was relatively small,
suggesting a need for future studies with larger and
more diverse groups. Lastly, PEEP-Talk’s current
limitation to text-based interactions highlights an
area for development, as incorporating voice inter-
actions could further enhance the user experience.
Future research could also investigate the correla-
tion between linguistic acceptability and speaking
and grammar performance.

Ethical Statement

We uphold the ethical principles outlined by the
ACL Code of Ethics in our research. The public
dataset used in our study was obtained from a na-
tionally operated and managed AT Hub>. Prior to
training the DialogGPT model, we followed the
preprocessing steps outlined in Zhang et al. (2019)
to remove offensive language using syntax match-
ing against large blacklists and excluded subreddits
that are likely to contain offensive content. To fur-
ther prevent generating offensive content, we will
exclude tokens in a list of several stopwords using
Hatebase®. Furthermore, we ensure the privacy of
our users by not collecting any personal data and
only providing responses based on the situations
that the learners have selected. We prioritize the
ethical considerations of our study to maintain the
integrity of our research and prevent any potential
harm.

5https://aihub. or.kr
6http: //hatebase.org
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A SITUATION-CHAT Dataset
A.1 Dialogue Corpus Collection

The dialogue corpus comprises division 1, division
2, predefined situations, and dialogue history. Di-
visions are domain information in a hierarchical
structure, and predefined situation refers to a short
description of the situation (e.g., “hospital admis-
sion situation”, “car accident situation”). Dialogue
history is composed 4-turns dialogue of speaker A
and B in each situation. We only use English data
from the Korean-English parallel dataset. Further
information regarding this corpus is provided in
Table 6.

With the aid of a professional English instructor,
we select situations and dialogue histories from the
dialogue corpus, such as “taking a taxi” or “asking
to take a picture”. Consequently, 330 situations
out of 2,779 situations from dialogue corpus are
selected with a total of 73,192 dialogue histories.

Domain information about dialogue sentences

Divisionl . .
e.g.) Lectures, news, discussions, etc.

Specialty information to subdivide Division 1

Division2 N .
1vision e.g) Office, school, meetings, etc.

One-line description of the situation

Predefined situation .
e.g.) Exchange opinions

Korean-English Conversation on Situations

Dialogue histor: . .
S Y e.g.) How is the market’s reaction to the released product.

Table 6: Information and examples of dialogue corpus.

A.2 Situation Annotation

As shown in Figure 4, predefined situation in the di-
alogue corpus includes only one sentence to explain
the situation. Therefore, the situational information
is augmented with various virtual descriptions. For
example, to describe the situation of currency ex-
change as shown in Figure 5, the dialogue history
and the information of the domains are used to gen-
erate the sentences that describe the given situation.
With four human annotators’, at least 2 and 5 sen-
tences were generated for one predefined situation.

Specifically, we provide domain information,
predefined situation, and conversation history and
human annotators follow these rules when annotat-
ing the situations: (i) The subject of the sentence
should be preferably in the first person. (ii) A de-
scription of the situation that should be inferred
from the given information. In addition, they gen-
erated sentences in under 15 words.

"They were paid $0.2 per one situation; they had a Bache-
lor’s degrees in English linguistics

Dialogue Corpus

Division1: Travel/Shopping

Division2: Airport

Predefined Situation : “Situation in which
currency exchange and traveler's checks are
required.”

A: Hello. Can | change some
money to dollars right now?

B: Sure. How much do you
need?

A: Roughly 1000 dollars for a
business deposit.

B: All right. | can help you right
away.

Figure 4: Example of dialogue corpus.

Annotated situation

| want to exchange currency.
| need a check.
| am traveling.

Figure 5: Example of annotated situation.

A.3 Dataset Statistics

The statistics of the entire dataset and doamins are
presented in Table 7 and Figure 6, respectively.

Category Train  Valid  Test
Division 1 5 5 5
Division 2 38 32 30
# Situations 248 42 40
# Dialogues 16,298 1,000 1,000
# Utterances 65,192 4,000 4,000

Table 7: Statistics of SITUATION-CHAT. In case of
the situations, they are separated into unseen ones for
each other.

Office Meeting
Home School
Food Court __ Department
___Restaurant
Entertainments

Airport

Traffic
Shopping

Travel
N Hospital

Figure 6: The domains of situations in SITUATION-
CHAT.
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B Situation Similarity Score

We utilize semantic textual similarity (STS) to mea-
sure the situation similarity score by comparing the
user’s input and utterances of the predefined situa-
tion to determine it is out of situation (topic). Each
predefined situation in SITUATION-CHAT con-
tains an average of 480 utterances. The STS scores
are computed with the user’s input and every utter-
ance belong to the predfined situation dialogue data
as shown in Figure 7. We use the maximum value
of STS scores as the situation similarity score.

Dialogue History

Pre-defined Situation : “Situation in which
currency exchange and traveler's checks are
required.”

A: Hello. Can | change some 0.897
money to dollars right now?

B: Sure. How much do you 0.246
need?

A: Roughly 1000 dollars for a 0.181
business deposit.

B: All right. | can help you right 0.045
away.

A: I'd like to exchange Korean 0.877
won for dollars.

B: Okay, how much would you 0.677
like to exchange?

A: I'd like to exchange 200,000won, 0.064
but what's the exchange rate?

B: It's 1,219 won per dollar with 0.027
no preferential exchange rate.

User Input

Hello. Can | exchange some money? —_

Figure 7: Example of scoring the situation similarity.
We score the STS for pairs of the user’s input and ut-
terances of the predefined situation in SITUATION-
CHAT, then we consider the maximum score as the
situation similarity. In the figure, the score represents
the STS.

C Experimental Setting of Conversation
Module

The experimental models used are based on Con-
vAI2’s methodologies, which are similar to the pro-
posed approaches and publicly available. The base-
line model of ConvAlI2 is Profile Memory, while
the state-of-the-art models are TransferTransfo and
Lost In Conversation, which respectively achieved

the best results in the automatic and human evalua-
tion.

Fine-tuning Details The detailed fine-tuning set-
ting in this study is as follows. We trained our
model on one GeForce RTX 8000 GPU for 18
hours with batch size of 8 and 2 epochs following
the fine-tuning method of TransferTransfo(Wolf
et al. (2019b)). We set the random seed as 42. Fur-
ther, the Adam optimizer (Kingma and Ba, 2014)
is employed and with learning rate set to con-
verge from 6.25¢ — 5,51 = 0.9, 82 = 0.999 to
0. Further, all layers are set with a dropout of
0.1 and a ReLU activation function. In terms of
the number of model parameters, GPT has 117M,
GPT'stALL has 124M, DialoGPTSMALL has 124M,
DialOGPTMED]UM has 355M and DialoGPTLARGE
has 774M of trainable parameters.

Decoding details Beam search with the size
of 4 and N-gram filtering methods are used dur-
ing the generation process. The final beam is
ranked according to the scala combination of the
length-normalized utterance probability and next-
utterance classification score. In addition, increas-
ing the importance of the next-utterance classifica-
tion score produces utterances more closely related
to the conditioned situation sentences; however, the
diversity of the dialogue is reduced.

D Verification of CD Module

The performance of the feedback on dialogue and
the switching situation of CD module is verified.
The experimental results of the two functions are
shown in Table 9. The linguistic acceptability of
feedback on dialogue is estimated using the valida-
tion and test set of CoLA. Further, the performance
of switching situations using situation similarity of
CD module is evaluated based on CEEU. Specifi-
cally, pre-trained transformers are adopted, and a
test set of SITUATION-CHAT is evaluated with
1,000 situations in the experiments.

D.1 Experimental Setting

The CD module is trained on two datasets: Mi-
crosoft research paraphrase corpus (MRPC) and
corpus of linguistic acceptability (CoLA). The
training set of MRPC consists of 3,260 pairs, while
the validation and test sets consist of 408 pairs re-
spectively. For CoLA, the training set consists of
7,551 sentences, while the validation and test sets
consist of 1,000 sentences each. These datasets are
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used to evaluate the performance of the CD mod-
ule in terms of situation similarity and linguistic
acceptability.

We use TextAttack (Morris et al., 2020) for this
experiment. We fine-tuned the MRPC dataset for
situation similarity and the CoLA dataset for lin-
guistic acceptability. We use pre-trained language
models, which are BERT (Devlin et al., 2018), AL-
BERT (Lan et al., 2019), RoBERTa (Liu et al.,
2019), and XL Net (Yang et al., 2019). We set the
seed as 42. The experimental settings are presented
in Table 8.

Model Epoch  Batch LR SeqlLen  # Params
= BERT 5 16 2e-05 256 110M
% ALBERT 5 32 2e-05 128 12M
2 RoBERTa 5 16 3e-05 256 125M
7 XLNet 5 32 5e-05 256 117M
.2 BERT 5 32 2e-05 128 110M
2 ALBERT 5 32 3e-05 128 12M
%  RoBERTa 5 32 2e-05 128 125M
3  XLNet 5 32 5e-05 128 117M

Table 8: We denote situation similarity as Situation,
linguistic acceptability as Linguistic, the learning rate
as LR, sequence length as SeqLen, and the number of
trainable parameters as # Params.

Metric We propose CEEU metric to verify the
situation switching function of the CD module. The
conversation module generate the response based
on dialogue history as shown in Figure 2. We in-
put an utterance of out-of-situation in a random
conversation turn in dialogue history, and measure
whether the CD module detected it correctly.
Details of the corresponding procedures are de-
scribed in Algorithm 1. SITUATION-CHAT de-
noted as D, contains a dialogue history H,, ; for
each situation n and a given turn ¢. Specifically,
H; ; comprises gold answer utt; ¢, and utterance
candidates utt;; extracted from the different sit-
uation j. Once CD module correctly predicts the
inclusion of the gold answer in a dialogue history,
it is classified as a true positive (tp); otherwise,
as a false negative (fn). Similarly, dialogue histo-
ries containing distractors are also classified into
true negative (¢n) or false positive (fp), based on
the model judgment. Eventually, the accuracy is
estimated based on the entire test set, where the
number of utterances classified to the positive label
and the negative label is set to be the same ratio.

D.2 Results

Table 9 presents the experimental results of the CD
module, which are evaluated by the CEEU met-

Algorithm 1 CEEU
Require: CDyjodute = {MRPC}

15 Sp ¢ {S1,...,8. |1 <n < |D|}

20 /% S, is the situation. %/

3: /% |D| is the number of dialogues. */

4: t€{1,2,3}

5: Hyy < {uttn 1, uttno, ... utts, |1 <n<|D|}
6: /% utt; is an utterance at turn t of nth dialogue. */
7: procedure CEEU(S,,, H,, +)

8: fori < 1,ndo

utti,t
9: Hiy+— Hij—1+ or
utt; ¢ where i # j

10: /% uttj is randomly chosen from other dialogues. x/
11: ContextScore < C'Djodute(Si, Hi t)
12: if utt; ¢ in H; ; then

13: if ContextScore > 50 then

14: tp+—tp+1

15: else

16: fm+e— fn+1

17: else if utt; ; in H; ; then

18: if ContextScore > 50 then

19: tn < tn+1
20: else
21: fp+— fo+1

tp +in

return Acc <+
tp+tn+ fp+ fn

ric for situation similarity and the CoLLA dataset
for linguistic acceptability. We fine-tune four pre-
trained language models, including BERT, AL-
BERT, RoBERTa, and XLNet. The highest CEEU
score is achieved by XL.Net with a score of 0.628.
The highest linguistic acceptability is achieved by
BERT and XLNet with CoLA validation scores of
0.812 and 0.851 and CoLA test scores of 0.820 and
0.870, respectively.

Module Model CEEU CoLA GLUE BLEU
Valid  Test
BERT 0476 0812 0.820
D ALBERT 0484 0728 0.736
RoBERTa 0623 0.739 0.755
XLNet 0.628 0851 0.870

GEC  Park et al. (2020) 5812 73.82

Table 9: Experimental results of CD module and GEC
module. CEEU is used to evaluate situation similarity.
We measure linguistic acceptability using valid and test
set of CoLA. The performance of the GEC module is
evaluated based on GLUE and BLEU.

D.3 Verification of GEC Module

The experimental result of GEC module is pre-
sented in Table 9. The performance of the GEC
module is evaluated based on the GLUE (Napoles
etal.,2015) and BLEU (Papineni et al., 2002) score.
Further, the NS2DS (Park et al., 2020) is used as
the experimental model, and Park et al. (2020) is
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Dimension 4 3 2 1
Uses sentence structure, Uses sentence structure, Uses sentence structure, Uses sentence structure,
Accuracy vocabulary, and grammar vocabulary, and grammar vocabulary, and grammar vocabulary, and grammar

correctly without errors

correctly with few errors

correctly with several errors

correctly (many errors)

Communication

Communicates thoughts and
be understood without errors

Communicates thoughts and

be understood with few errors.

Communicates thoughts and

be understood with several errors.

Not able to communicate
thoughts or be understood

Communicates clearly

Fluency and smoothly

hesitation

Communicates clearly
and smoothly with a little

Not able to communicate
clearly or smoothly

Able to communicate
with some prompts

Understands most verbal
cues and mostly responding

Understands and always

Comprehension X
responds appropriately

appropriately

Understands some verbal
cues and sometimes
requiring prompts

Not able to understand
verbal cues or to respond

Includes details beyond
the minimum requirements
(word-choice/expressions/
gestures)

Maturity of the language

Includes details beyond
the minimum requirements

Includes minimal or no
details beyond the
minimum requirements

Not able to utilize the
language well

Table 10: Five dimensions of English-speaking performance evaluation.

referred to for the experimental results.

E Human Evaluation Measures

We ask the following additional questions to the
evaluators to assess the quality of the model-
generated utterances.

* Fluency: Fluency of the dialogue on a scale
from 1 to 5, where 1 is “not fluent at all”, 5 is
“extremely fluent”, and 3 is “fine”.

* Situation Consistency: Situation consistency
on a scale of from 1 to 5, where 1 is “not
maintained at all”, 5 is “well maintained”, and
3 is “fine”.

* Engagingness: Engagingness disregarding
fluency from 1 to 5, where 1 is “not engaging
at all”, 5 is “extremely engaging”, and 3 is
“fine”.

F Details of User Evaluation

F.1 English-speaking Performance

To measure English-speaking performance, we re-
cruited two English teachers who graduated with
degrees in English education as evaluators. Follow-
ing Chien et al. (2020), we modified the method-
ology to measure five dimensions: Accuracy, com-
munication, fluency, comprehension, and maturity
of language. Each dimension was evaluated on a
scale of 1 to 4, with 1 being the lowest and 4 being
the highest. Table 10 provides a description of each
dimension. The inter-rater reliability for the evalu-
ators on the English speaking ability had a cohen’s
kappa value of 0.58 (p < 0.001).

F.2 English Grammar Test

For the Grammar evaluation, we use multiple-
choice questions to evaluate the participants’
knowledge of English grammar rules. The ques-
tions cover a range of topics, such as verb tenses,
prepositions, and articles. We administer a gram-
mar test consisting of 20 items for both the pre-test
and post-test.

F.3 English Learning Anxiety Scale

The measure for English learning anxiety, which
consists of 33 items, was adapted from the For-
eign Language Classroom Anxiety Scale (Horwitz
et al., 1986) with a 5-point Likert-type rating, such
as “I never feel quite sure of myself when I am
speaking in my foreign language class.” A higher
rating indicates higher English learning anxiety.
The Cronbach’s alpha of the measure was 0.95.

G PEEP-Talk Satisfaction Surveys

Question

Are you satisfied with the overall performance
of PEEP-Talk?

Do you think situational dialogue is helpful
for conversational learning?

Are you satisfied with the result of the context
detector module?

Are you satisfied with the performance of the
grammar error correction module?

Do you think the chatbot’s conversation is natural
and contextual?

Table 11: Questions of PEEP-Talk satisfaction survey.

We conduct user satisfaction surveys on our plat-
form. Five questions are selected to ask users to
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evaluate on a Likert scale(Likert, 1932) of “satis-
fied”, “neither agree nor disagree”, and “dissatis-
fied”. The survey questionnaires are listed in Table
11. We show the results of the survey in Figure 8.

As a result of the survey, most people express
satisfaction with the performance of PEEP-Talk,
and more than 70% of the respondents answer that
the utterances of the chatbot are natural and con-
textual. Also, 70% to 80% of respondents answer
that situational dialogue is educationally beneficial
for conversational English, and grammar correc-
tion is helpful. However, the satisfaction of the CD
module is 46%, which is relatively low. We spec-
ulate that this is due to the CD module switching
topics, even if the user wants to talk more about a
particular situation.

PEEP-Talk satisfaction survey results

B Dissatisfied [ Neither agree nor disagree Satisfied
Q1
Q2
Q3
Q4
Q5
0% 25% 50% 75%

Percentage of Responses

Figure 8: Results on the PEEP-Talk satisfaction survey
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G.1 Response Comparison

Table 12 presents a qualitative analysis of the performance of PEEP-Talk in comparison with DailyDialog,
Andy, and Speak Now. In each situation, PEEP-Talk provided responses that were contextually appropriate
and reflected a natural conversation flow, indicating its potential to be an effective tool for real-world
English education. In contrast, the responses generated by the other chatbots sometimes appeared to be
unrelated to the topic or situation, suggesting that they may not be suitable for use in English education.

Situation ‘ PEEP-Talk ‘ DailyDialog ‘ Andy ‘ Speak Now
Bookstore I know, I am looking I know. I'm iust
There are so many for a good Korean . Ju Do you like to travel? | I’'m Okay.

new books this month.

novel these days.

impatient.

Requesting packaging
Can I get the leftovers to go?

You can, but we don’t
have a container for
soup dishes.

I’'m sorry, I don’t
have any leftovers.

Sure, will you write
me later?

I’m looking at
you

At the art museum
Which way should I go to see
the special exhibition hall?

If you go to the right,
you’ll see the entrance
of the exhibition hall.

I think you have to
go to the main hall.

Is it a good place?

Oh, You hurt
my feelings

Customer service
I ordered sweet potatoes to go

I’m sorry, but you can’t

I don’t think you

My name is Andy.

on a diet, but there were some exchange or refund food . I’'m okay.
. can exchange them. What is your name?
rotten ones included, can I get that has already been sent.
them exchanged?
Returning I bought a case and
I bought a cell phone case and | I am sorry but cell phone it’s not pretty so I Got it Oh, You hurt
it’s not pretty so I want to geta | cases are non-refundable. want to get a refund. my feelings
refund. english haiku bot
Find product .
I’m looking for a lotion for dr; If you want to use it as a
. & . Y base, I recommend this I use moisturizer. I see Glad to hear that.
skin, is there a cosmetic that is . . .
. lotion for oily skin.
not too sticky?
Travel agency I think it’s about the
How much is a cheap flight I heard it is about 80 dollars . . . s .
same price as a flight Got it Let’s keep going.

from Incheon to New York
airport?

if you depart from here.

to the US from the UK.

Clothing store
I want to buy these clothes,
can I try it on first?

You can try it on in the
change room, were you
not able to find it?

I don’t think you can
buy them, but you
can buy the shirt.

To buy these clothes
is a great goal.

What color is
your hair?

Job interview
Please tell me about your
previous job experiences if any.

I worked in a bookstore
as a part-time job and
had a lot of free time.

I have a few. I’ve been
in the service for a few
years.

As you know my name
is Andy and I want to
help you in learning
English.

Let’s keep going.

IT/computer Thank you! I'm so
Is this the IT department? Yes, which program I’'m not sure what you happy to hear that, ,
., . ., R . I’'m Okay.
The program isn’t working, isn’t working? mean. I love talking to
please check it. you too
Daily Conversation I can’t €0 home often
It seems like you can’t go home g I've been home for a . Thanks. Have a
. because I have too many Got it .
often ever since you moved out . few months now. nice day.
friends who are also students.

from home.

I don’t think so. I think
Inquiring about prices Yes, we have sales clothes don’t ¢ .m SO. t n

L they are just a limited Isee Great. Man.

Are there clothes on sale now? | on this side separately. . .

time thing.
Duty-free shop
I was told that the cigarettes I heard that too, but I’ve never seen a duty Okay I don’t understanding

are really cheap if bought
at duty-free shops.

isn’t it just cigarettes?

free shop that has them.

what you are saying.

Table 12: Comparison of the utterances generated by PEEP-Talk, DailyDialog Andy, and Speak Now.
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H Example Conversations

We show a sample conversations of Andy, Speak Now, and PEEP-Talk.

H.1 Conversations between Humans and PEEP-Talk (Ours)

PEEP-Talk (Ours) Conversation 1

Situation: At the cosmetic store
Human:  What are some products on sale today?
PEEP-Talk:  We also have a 10 percent discount on lotion and toner.
Human:  This is the product I am using, and do you still sell it?
PEEP-Talk:  We do, but we only have a small amount left.
Human:  I'd like to buy a set of cosmetics.
PEEP-Talk:  I'll go get it for you.
Human:  Thank you. Have a nice day
PEEP-Talk (Ours) Conversation 2
Situation:  Evaluating food taste
Human: [ heard that salmon salad is really famous at this restaurant.
PEEP-Talk:  Really? I love salmon salad . I also heard that the Stir-Fried mushrooms are also very famous
Human:  Then, shall we order a salmon salad and a pizza and share them?
PEEP-Talk: I don’t think I can eat Pizza alone. Let’s order some more and share them.
Human:  Today the weather is good.
PEEP-Talk:  You are right. The temperature is good and the wind is good.
Human:  Good.
PEEP-Talk: —Situation switch required—
PEEP-Talk:  Why don’t we speak another situation? please, click the different situation!
PEEP-Talk (Ours) Conversation 3
Situation:  Situations diagnosed in the hospital
Human: [ have a headache
PEEP-Talk:  When did the headache start?
Human: [ started having symptoms last week.
PEEP-Talk: It seems you have a persistent headache.
Human:  And I have chills and fever.
PEEP-Talk: [ think we need to do a detailed examination.
Human:  Yes, thank you. Where is it going to take a place?
PEEP-Talk: I will go to the central nervous system and tell you the location.
Human:  Okay. Thank you
PEEP-Talk:  Here is a paper with a magnet attached to it . please follow me.
PEEP-Talk (Ours) Conversation 4
Situation:  School life
Human:  Professor, when will you hand out the midterm results we took last week?
PEEP-Talk: I am writing them now . do you want them by any chance?
Human:  Could you please tell us the highest and lowest scores in advance?
PEEP-Talk:  The students usually get an 85 on the Midterms and the lowest is 70 points.
Human:  Okay. Thank you
PEEP-Talk:  You're welcome . Let me know if you have any questions.
Human:  How do we decide the groups? Will you be randomly assigning them?
PEEP-Talk: I will assign them based on how many friends are in the class.
Human:  How many people are assigned per group?
PEEP-Talk: I will assign 5 people to a group of 15.

Table 13: Example conversations between humans and our proposed PEEP-Talk. It is able to not only converse in a
certain real-world situation but also can switch the situation or topic when the users input the utterance predicted as
it is out of the situation (Conversation 2).
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H.2 Conversations between Humans and Andy

Andy Conversation 1

Andy: Hello.
Human:  Good morning.
Andy: My name is Andy. What is your name?
Human: My name is Jun.
Andy:  That’s great! I am happy for you.
Human:  What are you doing?
Andy: [ was doing some exercises. I always feel sleepy and sad without physical activity.
Human:  Me too. I have to work out in the morning and evening.
Andy: Interesting.
Andy Conversation 2
Andy:  Where are you from?
Human: [ came from Canada.
Andy: Isita good place?
Human: [ like a fencing.
Andy:  Oh, I want to visit it now
Human:  Come here. Anytime.
Andy:  Nice. Do you have brothers or sisters?
Human:  Yes.
Andy:  And I have a little sister. She studies modern art in Rome. She is very creative person. I'm sure
she will become a famous artist.
Andy Conversation 3
Andy:  Hi, Jun. What’s up
Human:  How are you?
Andy: I'mdoing great, thank you my friend.
Human:  What do you think of the Lakers this season?
Andy:  It’s very sunny!
Human:  This team is too old. We need new blood.
Andy:  Yes, I'm completely fool
Human:  All our family members always have been supporting the same team.
Andy:  Nice. Do you know any jokes?
Andy: No
Andy Conversation 4
Andy:  How do you think cities will change in the future?
Human:  Nothing much, just thinking about the good old days when I was a kid. How about you?
Andy:  I'm doing great, thank you!
Human:  That’s great to hear! I hope you have a great rest of your day! :)
Andy: [ understand. Of all the people in history that have reached 65 years of age, half of them are
living right now.
Human:  Wow, that’s a lot of people to live with. Do you have any siblings?
Andy:  Yeah, amazing. What's your father like?
Human: He’s a great man. He’s always been there for me when I needed him the most.
Andy:  Got it. Can you tell about your parents?

Table 14: Example conversations between humans and Andy. The responses of Andy are restricted and cannot cover

a variety of topics.
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H.3 Conversations between Humans and Speak Now

Speak Now Conversation 1

Speak Now:  What’s up. Did you have breakfast?
Human:  No, I haven’t yet.

Speak Now:  Oh, I'm sorry to hear that. Do you like seafood.
Human: Yes. I like shrimp.

Speak Now:  How we should go to Busan someday to eat seafood. Do you like meat?
Human: Yes, I like it.

Speak Now:  Good. We should eat meat someday. What’s your favorite food?
Human: My favorite food is sushi

Speak Now:  How we have same taste. Do you like breads?

Speak Now Conversation 2

Speak Now:  What’s up. Did you have breakfast?
Human: Yes, I ate 15min ago.

Speak Now:  I'm doing okay man. What would you like to talk about today?
Human: Let’s talk about cars

Speak Now:  No. I'm not sure about that. We Should talk about something else.
Human:  Why don’t we talk about colors?

Speak Now:  No. I can not understand. Have you ever went study aboard?
Human:  No. I have not. But, I want to go further day.

Speak Now:  Oh. Should Have you ever been to England?

Speak Now Conversation 3

Speak Now:  Did you Sleep well, last night?
Human: Ididn’t sleep very well

Speak Now:  Oh. I sorry to hear that. Do you like drinking alone?
Human:  No, I did not like alcohol

Speak Now:  What’s your favorite alcoholic drink?
Human: 1did not like alcohol

Speak Now:  Have you invested in Bitcoin before?
Human: No, I have not

Speak Now: A lot of people lost money for that. What would you like to talk about today?
Human: [ want to talk about soccer,

Speak Now: I don'’t like topic. Let’s try different one

Speak Now Conversation 4

Speak Now:  Hey Dude did you sleep well last night
Human: [ did sleep well

Speak Now: Do you like your Boss?
Human: No I don’t like my boss

Speak Now: I understand you I think most people do. Are you satisfied your job?
Human:  No I do not satisfy my job .

Speak Now: I understand you it can always be fun. Which country are you from?
Human: I came from Korea

Speak Now:  How you live in a good place Where do you live?

Table 15: Example conversations between humans and Speak Now. We used free conversation mode of Speak Now.
As Speak Now uses hand-crafted rules and pattern matching when making the utterances, the utterances are limited
to its own pre-built templates.
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