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Abstract

Uses of pejorative expressions can be benign
or actively empowering. When models for
abuse detection misclassify these expressions
as derogatory, they inadvertently censor produc-
tive conversations held by marginalized groups.
One way to engage with non-dominant per-
spectives is to add context around conversa-
tions. Previous research has leveraged user-
and thread-level features, but it often neglects
the spaces within which productive conversa-
tions take place. Our paper highlights how com-
munity context can improve classification out-
comes in abusive language detection. We make
two main contributions to this end. First, we
demonstrate that online communities cluster
by the nature of their support towards victims
of abuse. Second, we establish how commu-
nity context improves accuracy and reduces the
false positive rates of state-of-the-art abusive
language classifiers. These findings suggest a
promising direction for context-aware models
in abusive language research.

1 Introduction

Existing models for abuse detection struggle to
grasp subtle knowledge about the social environ-
ments that they operate within. They do not
perform natural language understanding and con-
sequently cannot generalize when tested out-of-
distribution (Bender et al., 2021). This problem is
often the result of training data imbalance, which
encourages language models to overestimate the
significance of certain lexical cues. For instance,
Wiegand et al. (2019) observe that “commentator”,
“football”, and “announcer” end up strongly corre-
lated with hateful tweets in the Waseem and Hovy
(2016) corpus. This trend is caused by focused sam-
pling, and it does not reflect an underlying property
of abusive expressions.

When models rely on pejorative or demographic
words, they can encode systemic bias through false
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positives (Kennedy et al., 2020). For example, re-
search has established that detection algorithms
are more likely to classify comments written in
African-American Vernacular English (AAVE) as
offensive (Davidson et al., 2019; Xia et al., 2020).
Benign tweets like “Wussup, n*gga!” and “I saw
his ass yesterday” both score above 90% for tox-
icity (Sap et al., 2019). Similarly, Zhang et al.
(2020) analyze the Wikipedia Talk Pages Corpus
(Dixon et al., 2018) and find that 58% of comments
that contain the term “gay” are labelled as toxic,
while only 10% of all comments are toxic. This
enables the misclassification of positive phrases
like “she makes me happy to be gay”. Even Twit-
ter accounts belonging to drag queens have been
rated higher in terms of average toxicity than the
accounts associated with white nationalists (Oliva
et al., 2021). These findings underline how lan-
guage models with faulty correlations can facilitate
the censorship of productive conversations held by
marginalized communities.

Productive conversations containing slurs are
common, and they take many forms (Hom, 2008).
Research inspired by the #MeToo movement has
focused on the detection of sexual harassment
disclosures by victims (Deal et al., 2020), but
this research has not been sufficiently integrated
into the literature on abusive language detection.
The distinction between actual sexist messages
and messages calling out sexism is rarely ad-
dressed in the field (Chiril et al., 2020). A sim-
ilar trend is seen with sarcasm. Humor and self-
irony can be employed as coping mechanisms by
victims of abuse (Garrick, 2006), yet they con-
stitute frequent sources of error for state-of-the-
art classifiers (Vidgen et al., 2019). For exam-
ple, the median toxicity score for language on
transgendercirclejerk, a “parody [sub-
reddit] for trans people”, is as high as 90% (Kurrek
et al., 2020). More broadly, transgender users are
“excluded, harmed, and misrepresented in existing
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platforms, algorithms, and research methods” re-
lated to network analysis (Stewart and Spiro, 2021).

Meaningful improvements in abusive language
detection require a thoughtful engagement with the
perspectives of marginalized communities and their
allies. One way to ensure that machine learning
frameworks are socially conscientious is to add
context around conversations. Past research has ex-
plored the contextual information within conversa-
tion threads (Pavlopoulos et al., 2020; Ziems et al.,
2020), user demographics (Unsvag and Gambick,
2018; Founta et al., 2019), user history (Saveski
et al., 2021; Qian et al., 2018; Dadvar et al., 2013),
user profiles (Unsvag and Gambick, 2018; Founta
et al., 2019), and user networks (Ziems et al., 2020;
Mishra et al., 2018) with varying degrees of suc-
cess in improving performance. However, most
modelling efforts for abusive language detection
neglect one major aspect of online conversations:
the community environment they take place within.

Online communities adhere to a variety of soci-
ologistic norms that reinforce their identities. This
phenomenon is easily observed on Reddit, where
community structure is an explicit component of
platform design. For example, the majority of com-
ments on the pro-Trump subreddit The_Donald
delegitimize liberal ideas (McLamore and Ulug,
2020; Soliman et al., 2019). Similarly, a collection
of “manosphere” subreddits espouse misogynistic
ideologies (Stewart and Spiro, 2021; Ging, 2019).
More broadly, communities can reinforce “toxic
technocultures" (Massanari, 2017), and those tech-
nocultures are not limited to Reddit. Community
structure is present across 4chan, Facebook, Voat,
etc., and it exists in a less explicit manner on plat-
forms like Twitter (Silva et al., 2017).

In this paper, we study community context on
Reddit, and we focus specifically on language that
is collected using slurs. We demonstrate that sub-
reddits cluster by the nature of their support to-
wards marginalized groups, and we use subred-
dit embeddings to improve the accuracy and false
positive rates of state-of-the-art abusive language
classifiers. While our analysis is platform-specific,
it suggests a promising new direction for context-
aware models.

2 Related Work

2.1 Methods in Abusive Language Detection

Abusive language detection is a relatively new
field of research, with “very limited” work from

as recently as 2016 (Waseem and Hovy, 2016).
Early methods featured Naive Bayes (Liu and
Forss, 2014), SVMs (Tulkens et al., 2016), Random
Forests (Warner and Hirschberg, 2012), Decision
Trees (Del Vigna et al., 2017), and Logistic Regres-
sion (Burnap and Williams, 2014; Greevy, 2004).

However, recent developments in NLP have di-
rected the field towards neural and Transformer-
based approaches. CNNs, LSTMs (+ Attention),
and GRUs have been widely used in the litera-
ture (Mathur et al., 2018; Meyer and Gambick,
2019; Chakrabarty et al., 2019; Zhang et al., 2018;
Modha et al., 2018). As of 2019, researchers
have begun adopting pre-trained language models.
Contemporary work leverages BERT, DistilBERT,
ALBERT, RoBERTA, and mBERT (Alonso et al.,
2020; Davidson et al., 2020). In fact, Bodapati
et al. (2019) note that seven of the top ten perform-
ing models for offensive language identification
at SEMEVAL-2019 were BERT-based. A similar
trend was seen at SEMEVAL-2020, where “most
teams used some kind of pre-trained Transformers”
(Zampieri et al., 2020). Regardless of architecture,
methods in abusive language detection can be di-
vided into content- and context- based approaches.

Content-based approaches rely on comment text
for feature engineering. Researchers have used
TF-IDF weighted n-gram counts as well as distribu-
tional embeddings for text representation (David-
son et al., 2017; Nobata et al., 2016; Van Hee et al.,
2018), POS tags or dependency relations for encod-
ing syntactic information (Narang and Brew, 2020),
and the frequencies of hashtags, URLSs, user men-
tions, emojis, etc. for detecting platform-specific
tokens. Lexicons are also popular for capturing
sentiment, politeness, emotion, and hate words
(Cao et al., 2020; Nobata et al., 2016; Markov and
Daelemans, 2021; Koufakou et al., 2020). The
central assumption behind content-based abusive
language detection is that comments can be ex-
clusively assessed using textual features. How-
ever, this assumption neither holds in theory nor in
practice because linguistic structures are discourse-
determined, and that discourse is shaped by social,
historical, and political context (Bridges, 2017).
Semantics cannot be completely interpreted us-
ing content cues alone. Even human annotators
struggle to classify comments that involve satire
or homonymy in the absence of broader context
(Kurrek et al., 2020). In light of these concerns,
researchers are increasingly identifying the impor-
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Figure 1: A subset of our subreddit embeddings plotted in two-dimensions using UMAP. Community clusters
emerge based on the nature of users’ support towards marginalized groups.

tance of user and conversational features to their
detection frameworks. We summarize five main
trends in the literature below.

Conversational Context. Attempts have been
made to situate abusive comments within conver-
sation threads. Threads have been studied using
preceding comments (Pavlopoulos et al., 2020;
Karan and gnajder, 2019), discussion titles (Gao
and Huang, 2017), and counts for aggressive com-
ments (Ziems et al., 2020). The position of a com-
ment in a thread - start or end - has also been consid-
ered (Joksimovic et al., 2019). Finally, researchers
have analyzed conversation graphs for topological
indicators of abuse (Papegnies et al., 2017).

User Demographics. Researchers have attempted
to incorporate user-level context through demo-
graphic signals for age, location, and gender. Age
has been extracted from user disclosures, but these
disclosures can be unreliable when users have an
incentive to view adult-rated content (Dadvar et al.,
2013). Previous work has inferred gender from
user names (Waseem and Hovy, 2016; Unsvag and
Gambick, 2018), expressions in user biographies
(Waseem and Hovy, 2016; Unsvag and Gamback,
2018), and in-game avatar choices (Balci and Salah,
2015), but these methods can fail when names
are gender-neutral. Location information obtained

through geo-coding has also been used to analyze
hateful tweets (Fan et al., 2020).

User History. Patterns in user behaviour, includ-
ing daily logins (Balci and Salah, 2015), favourites
(Unsvag and Gambick, 2018), and posting history
(Saveski et al., 2021; Ziems et al., 2020), can be
used as features in abusive language detection mod-
els. Some work focuses directly on the content of
past comments. For example, Dadvar et al. (2013)
look for the prevalence of profanity in text. Con-
versely, Qian et al. (2018) encode all historical
posts by a user. Similarly, Ziems et al. (2020) cre-
ate TF-IDF vectors derived from a user’s timeline.

User Profiles. Several elements of profile meta-
data have been studied as a proxy for digital iden-
tity. These elements include usernames (Gao and
Huang, 2017), user anonymity, the presence of
updated profile pictures (Unsvag and Gambick,
2018), biographies (Miré-Llinares et al., 2018), ver-
ified account status (Ziems et al., 2020), counts for
followers (Founta et al., 2019), and friends (Balci
and Salah, 2015). Some other profile features in-
clude profile language (Galdn-Garcia et al., 2016)
and account age (Founta et al., 2019).

User Networks. Homophily in social networks
induces user clusters based on shared identities.
These clusters have been shown to represent col-
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lective ideologies and moralities (Dehghani et al.,
2016), motivating researchers to examine local user
networks for markers of abusive behaviour. Inter-
action and connection-based social graphs are ana-
lyzed using Jaccard’s similarity and eigenvalue or
closeness centrality (Ziems et al., 2020; Chatzakou
et al., 2017; Founta et al., 2019; Unsvag and Gam-
bick, 2018; Papegnies et al., 2017), which are also
relevant for creating user embeddings.

2.2 Methods in Community Profiling

Network data may capture localized trends about
individual users, but it often overlooks how groups
of users behave as a whole. There are connection-
and content-based solutions for explicit community
profiling which, to the best of our knowledge, exist
outside of contemporary abusive language research.
Connection-based solutions evolved out of the idea
that similar communities house similar users. In
contrast, content-based solutions claim that similar
communities contain similar content.
Connection-based Representations. Vector repre-
sentations of online communities are known to en-
code semantics (Martin, 2017). Popular techniques
for obtaining these representations require the con-
struction of a community graph. Kumar et al.
(2018) construct a bipartite multigraph between
Reddit users and subreddits. An edge u; — s;
is added for each post by a user u; in a subred-
dit s;. The graph is then used to learn subreddit
embeddings by a “node2vec-style” approach.
Martin (2017) creates a symmetric matrix of
subreddit-subreddit user co-occurrences, where
X;; 1s the number of unique users who have com-
mented at least ten times in the subreddits ¢ and
j. Skip-grams with negative sampling or G1oVe
can then be used to obtain subreddit embeddings.
Here, subreddits and user co-occurrences inherit
the role of words and word co-occurrences respec-
tively. Waller and Anderson (2019) also treat com-
munities as “words” and users who comment in
them as “contexts” and adapt word2vec for com-
munity representations. The subreddit graph pro-
posed in Janchevski and Gievska (2019) contains
edges weighted by the number of shared users be-
tween the two subreddits. They only consider users
who participate in at least ten subreddits and use
node2vec to generate node embeddings.
Content-based Representations. Content-based
solutions for community profiling rely on methods
for document similarity. Janchevski and Gievska

(2019) average the word2vec representations for
the top 30 words in each subreddit, ranked by TF-
IDF score. This research is currently limited, rela-
tive to other techniques.

3 Methodology

3.1 Corpus

We select the Slur—-Corpus by Kurrek et al.
(2020). It consists of 40k human-annotated Reddit
comments. Every comment contains a slur and is
labelled as either derogatory (DEG), appropriative
(APR), non-derogatory non-appropriative (NDNA),
or homonym (HOM). The corpus is nearly evenly
split between derogatory and non-derogatory
(APR, NDNA, HOM) slur usages, with 51% of
comments labelled DEG (see Table 1).

The S1lur—Corpus is one of few community-
aware resources for abusive language detection.
The data is sampled over the course of a decade
(October 2007 to September 2019), reflecting a
variety of users and language conventions. Ev-
ery comment is published with the subreddit from
which it was sourced, and the authors curate con-
tent across a number of antagonistic, supportive,
and general discussion communities. As opposed
to random sampling, this method guarantees the
representation of targeted and minority voices. We
see this as crucial for investigating the role of social
context within abusive language conventions.

3.2 Definitions

Subreddits are niche communities dedicated to the
discussion of a particular topic, with users partici-
pating in subreddits that engage their personal inter-
ests. As a result, subreddits often exhibit language
specificity that can be leveraged for making infer-
ences about slur usages.

Consider the slur t#7*nny. The comment, “/
am genuinly surpised at a suicidal tr*nny” from
CringeAnarchy is derogatory. In contrast, “So
do 1. Just that the tr¥*nny is dying on me lol.” from
Honda is non-derogatory because tr*nny is being
used as a homonym. Both of these subreddits ad-
here to different linguistic norms and appeal to
different user bases. Quantifying these differences
is important. Niche or small automotive subreddits
are likely to be related to Honda, and their users
may also use tr*nny to mean transmission.
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Label Count % | Stats Count
DEG 20531 51% | Users 36962
NDNA 16729 Posts 34610
HOM 1998 49% | Subreddits 2691
APR 553
Total 39811

Table 1: Characteristics of the Slur—-Corpus. The
split between DEG and NDG comments is nearly equal.

3.3 Constructing Subreddit Embeddings

We construct subreddit embeddings based on user
comment co-occurrence. This method aligns with
prior work on the subject (Martin, 2017; Kumar
et al., 2018; Waller and Anderson, 2019), but ex-
tends it by considering data collected at a much
larger scale. We use all publicly available Red-
dit comments prior to September 2019 in order to
generate lists of users that comment in each found
subreddit (Baumgartner et al., 2020). We then store
frequency counts for each list and, in total, identify
998K unique subreddits and 42.7M unique authors
over the course of 12 years. There is a long tail
because many subreddits have low participation.

Next, we identify active users, defined as being
any users with at least ten comments in a subreddit.
We exclude bot accounts and focus on top subred-
dits by activity. This leaves 10.4K subreddits and
12.2M unique users. With this data, we build a sub-
reddit adjacency matrix A, where A;; is the number
of co-occurring users in subreddits ¢ and 5. We use
GloVe to generate dense embeddings from A, and
we run it over 100 epochs with a learning rate of
0.05 and a representation size of 150.

3.4 Evaluating Subreddit Embeddings

Our tests for subreddit similarity seek to capture
two conditions: (1) compositionality: similar sub-
reddits have similar constituent subreddits; and (2)
analogy: subreddit similarity is preserved under
analogical argument. We rely on vector algebra to
model each of these two conditions.

3.4.1 Similarity

The similarity between subreddits .S; and .S; is sim-
ply the cosine similarity of their representations:

sim(Si,Sj) = ’ =

5’%

1

<.
.

3.4.2 Composition Tests

We find a subreddit Sy, that represents the sum of
S; and S;. We create V = S + SJ, and then
compute S, = mazy({sim(V,S,)}). We run
the composition test to identify local sports team
subreddlts from comblnatlons of sport and city sub-
reddits (sport + czty = te?)n) We base these tests
on the evaluations of Martin (2017).

3.4.3 Analogy Tests

We find a subreddit S;, such that §’Z : 5] : S:n
S:L for a triad of subreddits S;, S; and S,,. We
create V = §; — 5; + S?n and then compute .S,, =
maz({sim(V,S,)}). The analogy tests, based
on Waller and Anderson (2019), identify:

1. Alocal team given a city and sport:

—_

= —
city : team :: city’ : team’

2. A sport given a team and its city:

—

team : sport :: team' : sport’

3. A city given a university

e — =
unwversity : city 1 unwversity’ : city

In total, we ran 157 composition tests and 6349
analogy tests. In 81% of cases, the correct answer
to a composition test was in the top five most sim-
ilar subreddits. Similarly, in 84% of cases, the
correct answer to an analogy test was in the top five
most similar subreddits. Examples are highlighted
in Table 2, and we note that they are in line with

the results reported in the original paper.

3.5 Context Insensitive Classifiers

To assess the importance of community context, we
run a series of context sensitive and context insen-
sitive experiments. We run all experiments using a
5-fold cross validation in order to label the entire
corpus. Moreover, we use stratified sampling to en-
sure a uniform distribution of slurs, subreddits, and
labels across all folds. Below, we describe the mod-
els used for our context insensitive experiments.

(LOG-REG) Our first classifier is a Logistic Re-
gression with L2 regularization. We preprocess
the corpus by lowercasing and stemming the text,
removing stop words, and masking user mentions
and URLs prior to tokenization. Each token is then
weighed using TF—IDF to create unigram, bigram,
and trigram features. We use scikit-learn to
create our classification pipeline.
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city + sport = team city team I city team
toronto + baseball = Torontobluejays boston BostonBruins toronto leafs
chicago + baseball = CHICubs boston Patriots chicago CHIBears
chicago + hockey = hawks team sport team sport
chicago + nba = chicagobulls redsox baseball BostonBruins : hockey
boston + baseball = redsox redsox baseball Patriots : nfl
boston + hockey = BostonBruins university city .. university city
boston + nba = bostonceltics mcgill montreal i UBC vancouver
boston + nfl = Patriots mcgill montreal I UofT toronto

Table 2: Examples of subreddit embedding evaluation, based on our composition and analogy tests.

gaybros Blackfellas trans AgainstHateSubreddits
askgaybros blackladies transpositive Fuckthealtright

gay BlackHair ask_transgender TopMindsOfReddit
gaymers racism MtF beholdthemasterrace
4chan CoonTown GenderCritical MGTOW
ImGoingToHellForThis GreatApes itsafetish WhereAreAllTheGoodMen
classic4chan WhiteRights GCdebatesQT TheRedPill
CringeAnarchy AntiPOZi Gender_Critical asktrp

changemyview hiphop cars relationships
PoliticalDiscussion 90sHipHop Autos AskWomen

bestof rap BMW relationship_advice
TrueAskReddit hiphopl01 carporn offmychest

Table 3: Top three subreddits by cosine similarity to each subreddit in bold (experiments run on top five).

(BERT) Our second classifier is BERT. We use
BERT—-BASE pre-trained on uncased data with the
Adamw optimizer, which has a final linear layer. It
takes the top-level embedding of the [CLS] token
as input. We do fine-tuning over four epochs with
a batch size of 32, and we choose a learning rate of
2e-05 and epsilon le-8!.

[CLS] ¢ [SEP]

(PERSPECTIVE) We use a publicly available
commercial tool for toxicity detection®. It is a
CNN-based model that is trained on a high volume
of user-generated comments across social media
platforms. While the tool is updated by PERSPEC-
TIVE, the API cannot be retrained, fine-tuned, or

modified. We use 0.8 as our threshold for DEG.

3.6 Context Sensitive Classifiers

Below, we describe the models used for our context
sensitive experiments.

(LOG-REG-COMM) We use the same setup as in
LOG-REG, but we include an additional feature
for the name of each subreddit that comments are
sourced from. This is done with the purpose of in-
corporating a social prior with which the algorithm
can contextualize the comment text.

'All BERT experiments were performed on Google
Colab with Tesla V100-SXM2-16GB GPU, and we
use BERTForSequenceClassification from

huggingface for our implementation.
Zwww . perspectiveapi.com

(BERT-COMM) We concatenate the name of each
source subreddit to the beginning of each text be-
fore passing the comment to BERT.

[CLS] s+c [SEP]

(BERT-COMM-SEP) In our second variant for
context sensitivity, we use the sentence entailment
format for BERT. This model concatenates the
comment with the source subreddit, separated by
BERT’s [SEP] token. The model is fine-tuned in
the same way as our other BERT models.

[CLS] ¢ [SEP] s [SEP]

(BERT-COMM-NGH) We use our trained GloVe
embeddings (see Section 3.3) to obtain the five
most similar subreddits to each source subreddits.
This allows us to build a direct community neigh-
borhood that we concatenate to the source subred-
dit. We train this variant of BERT using the same
sentence entailment format as was described above.

[CLS] ¢ [SEP] 81 82 ... Sg [SEP]

4 Results

4.1 Subreddits Cluster around Social Polarity

Prior work has established that communities clus-
ter around topics like music, movies, and sports
(Martin, 2017). We want to examine how subreddit
neighbourhoods behave based on the nature of their
support towards marginalized groups. We identify
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Performance % Classified DEG
Accuracy Precision Recall F1 DEG NDNA APR HOM
PERSPECTIVE 0.6132 0.6147 0.6102 0.6079 70.75% 53.10% 53.16% 10.71%
LOG-REG 0.8003 0.8009 0.7994 0.7997 82.85% 22.46% 61.30% 16.67%
LOG-REG-COMM 0.8002 0.8001 0.7999 0.8000 81.10% 20.53% 58.95% 15.67%
BERT 0.8856 0.8854 0.8857 0.8855 88.06% 10.26% 47.20% 6.31%
BERT-COMM 0.8905 0.8904 0.8908 0.8905 88.08% 9.38% 42.31% 5.36%
BERT-COMM-SEP 0.8930 0.8930 0.8934 0.8930 88.12% 8.95% 39.60% 5.11%
BERT-COMM-NGH 0.8923 0.8924 0.8928 0.8923 87.82% 8.80% 39.78% 4.75%

Table 4: Results from our classification task. We report the percentage of each gold label that is classified as DEG.
This indicates the percentage of true positives for DEG and the percentage of false positives for the other three labels.

eight supportive and antagonistic subreddits and
use our GloVe embeddings to extract the three
most similar communities to each of them (see:
Table 3). We make two main observations.

First, we observe that supportive subreddits are
most similar to other supportive subreddits that
cater towards the same marginalized community.
For instance, the neighbourhood of gaybros, a
subreddit built for the LGBTQ+ community, con-
tains other subreddits based on pride and sup-
port: askgaybros, gay, and gaymers. A
similar trend is observed with the neighbours of
Blackfellas and trans.

Second, we see that antagonistic subreddits
are most similar to other antagonistic subreddits.
GenderCritical is contained in a cluster of
anti-trans subreddits, MGTOW is near misogynistic
subreddits, and CoonTown is surrounded by racist
subreddits. This highlights how polarizing com-
munities tend to cluster around other communities
with the same, or similar, polarities.

Figure 1 shows the embeddings of a sample of
subreddits from Slur—-Corpus plotted in two-
dimensions using UMAP. There are independent
groups for misogynistic, racist, toxic, anti-hate,
black, gay, and trans subreddits.

4.2 Subreddit Context Reduces False Positives

We present the results from our classification exper-
iments in Table 4°. The results will be discussed
through two lenses: (1) overall performance; and
(2) performance by label.

BERT-based models outperformed classifiers
based on Logistic Regression. This is unsurprising,
given that Transformers are the current state-of-the-
art in NLP. However, LOG-REG achieves nearly
20% higher accuracy than PERSPECTIVE. While
this performance gap is likely the result of the data
used to train both models, it is concerning given
that the Perspective API is widely used as a tool

3We report Macro F1.

BERT M BERT-COMM-SEP
FP 765 1339 | 480
TP 587 | 17492 | 599
TN 1067{ 480 | 16696 | 765 }1364
FN 599 1853 | 587
2.68% 6.11% | 93.89% | 6.11% 3.43%

Table 5: The effect of community context on BERT
classification outcomes. The column N counts the
number of comments with identical labels from BERT
and BERT-COMM-SEP, while the columns relating to
each classifier only describe comments with different
labels. The percentages 2.68% and 3.43% represent
the share of true positives and negatives for BERT and
BERT-COMM-SEP, respectively.

for toxicity detection with both commercial* and
academic applications (Cuthbertson et al., 2019).
For both BERT and LOG-REG, the addition of
subreddit context reduced the number of false pos-
itives across all three non-derogatory labels. Per-
formance on DEG comments remained relatively
unchanged. The highest increase in performance
was seen with BERT-COMM-SEP, which had each
source subreddit concatenated to the comment with
amiddle [SEP] token. Adding subreddit context
led to a significant improvement for appropriative
text, across which the false positive rate decreased
by almost 8%. For example, “Tr*nny here, some
of us are actually really cool.” was originally mis-
classified without community context.
Surprisingly, BERT-COMM-NGH, our model
with expanded neighbourhood context, showed lit-
tle improvement over BERT-COMM-SEP. While
the identification of NDNA and HOM improved
marginally, the false positive rate for appropria-
tive language increased. One possible explanation
is that smaller communities did not have a signif-
icant presence in the Slur-Corpus (8% of all
subreddits accounted for 80% of all comments),
and consequently the performance gains associated

*Trusted partners include Reddit, The New York Times,
The Financial Times, and the Wall Street Journal.
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with comments belonging to these subreddits was
marginal. We still believe that neighbourhood con-
text is important for determining the nature of niche
communities based on their proximity to larger, es-
tablished supportive or antagonistic communities.
Further analysis of this model is required to under-
stand its full potential.

4.3 Understanding Context Sensitivity

We call a comment “context sensitive” if the ad-
dition of context changed its classification label.
BERT and BERT-COMM-SEP have comparable
performance on the majority of the corpus: 94%
of comments are context insensitive (see Table
5). However, 1364 of the total classification er-
rors made by BERT were rectified with the inclu-
sion of social context. These classifications rep-
resented > 3% of the actual corpus, but 56% of
context-sensitive comments within it. In Table 6,
we present examples of top subreddits for both frue
positive and true negative context sensitive com-
ments, along with comments for each. The frue
positive comments largely belonged to antagonistic
subreddits, while the true negative ones belonged to
supportive subreddits. Community context helped
BERT-COMM-SEP identify community polarity.

5 Discussion

Our analysis points to two key resources that would
benefit future abusive language research.

Subreddit embeddings for community sampling.
Systems for abuse detection should reliably identify
different variations of abuse (e.g. sexism, racism,
etc.), while still exhibiting sensitivity towards non-
derogatory comments (e.g. appropriation, reclama-
tion, etc.). One way to achieve this is to ensure con-
tent diversity in training data. Kurrek et al. (2020)
specifically use community sampling to achieve
this kind of diversity. The authors collect com-
ments from various Reddit communities, but their
work is limited by the absence of resources that
identify and consolidate supportive or antagonistic
subreddits. Instead, they rely on manual data explo-
ration. There are several issues with this approach.
First, knowing which communities to look for (and
how to find them) requires a high degree of domain
knowledge. Second, manual comment analysis is
an expensive task, which makes it difficult to scale
or reuse as new communities form. Third, this
method is prone to overlooking smaller, niche sub-
reddits that would otherwise have been found using

True Positives

CringeAnarchy
I am genuinly surpised at a suicidal tr*nny

4chan
This is basically everyday in Atlanta. It’s n*gger/sp*c
central. Give a useful warning next time.

True Negatives

BlackPeopleTwitter

Shit Britney rides for us too, idk if you seen when she
was about to let the hands fly on some dude for calling her
security a n*gger

askgaybros
Masc bear here. Twinks are my favorite and f*ggot is a
pretty funny word :b

Table 6: Top subreddits across comments whose labels
were correctly classified with the addition of context.

a neighborhood exploration of community clusters.
We propose the use of subreddit embeddings in
future research to further extend efforts on diverse
and representative content collection.

Community context for protecting productive
conversations. One of our primary research objec-
tives was to ensure that detection frameworks do
not mistakenly classify productive conversations as
abusive. Community contextualized models, based
on Logistic Regression and BERT, better identi-
fied non-derogatory comments than their context-
insensitive counterparts. Context was found to be
particularly helpful for identifying appropriative
language, resulting in an 8% increase in accuracy
with the addition of a subreddit name. Appropri-
ation is a tool used by marginalized populations
to counteract oppression. When abuse detection
frameworks misclassify reclamation, they censor
the empowerment tools of the very communities
that they are installed to protect. Our analysis of the
Slur-Corpus suggests that productive conver-
sations tend to happen in safe and supportive social
spaces. It is therefore crucial that these spaces be
considered for nuanced classification of abuse.

6 Conclusion and Future Work

The subjectivity of abuse makes it challenging
to annotate and detect reliably. One method for
making the problem tractable is to position online
conversations within a larger context. This paper
was an exploration of one type of contextual in-
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formation: community identity. We found that
the context derived from community identity can
help in the collection and classification of abusive
language. We therefore believe that community
context is integral to all stages of abusive language
research. We leave as future work the inclusion
of community information in existing, platform-
agnostic, ensemble detection frameworks.
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