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Abstract

This paper describes the submissions of
Huawei Translation Services Center(HW-TSC)
to WMT22 chat translation shared task on
English↔German (en-de) bidirection with re-
sults of zero-shot and few-shot tracks. We
use the deep transformer architecture with a
larger parameter size. Our submissions to the
WMT21 News Translation task are used as the
baselines. We adopt strategies such as back
translation, forward translation, domain trans-
fer, data selection, and noisy forward transla-
tion in task, and achieve competitive results on
the development set. We also test the effec-
tiveness of document translation on chat tasks.
Due to the lack of chat data, the results on the
development set show that it is not as effective
as sentence-level translation models.

1 Introduction

Neural Machine Translation (NMT) (Sutskever
et al., 2014; Bahdanau et al., 2015; Gehring et al.,
2017) has achieved good translation results in most
scenarios, but few researches have been done in the
field of chat translation, mainly because of insuffi-
cient chat data.

WMT20 holds the chat translation shared task
(Farajian et al., 2020) for the first time. The data set
mainly includes pre-sales conversations between
customers and agents (meal booking, air ticket
reservation, etc.). This year, the data set focuses
on post-sales conversations between customers and
agents. Although the translation content is all about
chat, the domains are slightly different. The results
show that the data from previous years can not ef-
fectively improve the quality of the model for this
year’s task.

We participate in the en-de bidirectional trans-
lation task. The en-de bidirectional models we
submitted to the WMT21 news task (Wei et al.,
2021) are used as the baseline models and the ar-
chitecture is deep transformer (Vaswani et al., 2017;

Dou et al., 2018). Commonly-used optimization
strategies are used, such as domain transfer, data
selection, back translation, self-training, noisy self-
training, finetuning and model averaging.

Considering that the chat task is a context-aware
translation task, we conduct a series of document-
level (Wang et al., 2017) experiments using WMT
document data, but it does not work well on devel-
opment sets. The analysis shows that the document
data deviates greatly from the chat domain, and
the data therefore cannot effectively improve chat
translation quality. According to the results, the
best models are obtained by selecting in-domain
data from out domain data by the development sets.

This paper is structured as follows: Section 2
describes our data volume and data pre-processing
method. The model structure and method we used
are presented in Section 3. Section 4 details our
experiment setting. We present the results in Sec-
tion 5, and finally we conclude our work in Sec-
tion 6.

2 Data

2.1 Data Size

We use WMT21 news en-de bidirection models
as our baselines (Wei et al., 2021). Bilingual data
comes for WMT20 chat task Farajian et al. (2020),
and monolingual data is from Byrne et al. (2019)

We select data of three related domains, includ-
ing conversation, subtitle, and shopping, from our
in-house English corpus for domain transfer. In
addition, the document-level data from WMT22
general task 1 is used to train the document-level
translation model. In addition, 40M in-house gen-
eral bilingual data is used.

For details about the data size, see Table 1 and
Table 2.

1Data is available from https://www.statmt.org/wmt22/
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general chat 20 chat 22 doc
en-de 40M 17847 2109 400K

Table 1: Sentences size of bilingual data used for train-
ing

Domain-related chat 20 chat 22 doc
en 5M 1M 6389 20M
de - - 7011 20M

Table 2: Sentences size of monolingual data used for
training

2.2 Data pre-processing
Considering that the data sizes of WMT20 and
WMT22 chat tasks are limited, we do not cleanse
the chat data. We use the following data cleansing
methods for other data:

• Remove duplicate sentences (Khayrallah and
Koehn, 2018; Ott et al., 2018)

• Filter out sentences with more than 150 words

• Filter out sentences with length ratios greater
than 1.5

• Apply langid (Joulin et al., 2016, 2017) to
filter out sentences in other languages

• Use fast-align (Dyer et al., 2013) to filter out
sentence pairs that are poorly aligned.

Besides, we adopt joint SentencePiece
Model(SPM) (Kudo and Richardson, 2018;
Kudo, 2018) for word segmentation with a
vocabulary of 32K.

3 System Overview

3.1 Model
Transformer has been widely used for neural
machine translation in recent years, which has
achieved good performance even with the most
primitive architecture. Therefore, the baseline
models for WMT21 news en-de task use the
Transformer-Big architecture. Deep transformer
is an improvement of Transformer, which increases
the number of encoder layers and uses pre-layer-
normalization to further improve model perfor-
mance. Therefore, in this task, we adopt the fol-
lowing model architecture:

• Deep 25-6 large Model: This model features
25-layer encoder, 6-layer decoder, 1024 di-
mensions of word vector, 4096 domensions

of FFN, 16-head self-attention, and pre-layer-
normalization.

3.2 Document-level NMT

Document-level machine translation (Ma et al.,
2021) conditions on surrounding sentences to pro-
duce coherent translations. There has been a lot of
work on custom model architectures to integrate
document context into translation models.

There are many document translation strategies,
such as Doc2Sent, Window2Window, Doc2Doc
(Junczys-Dowmunt, 2019), DocBT (Junczys-
Dowmunt, 2019), DocRepair (Voita et al., 2019),
NoisyChannelDoc (Yu et al., 2019) and G-
Transformer (Bao et al., 2021). Among the meth-
ods mentioned above, Doc2Doc and DocBT are
preferred by us because the data processing proce-
dures are simple and the model requires no modifi-
cation.

To train our document-level model, the bilin-
gual document data is spliced into a long se-
quence based on paragraph information and the
sentences are separated by numbered <SEPX> sym-
bols. For document-level monolinguals, we first
generate synthetic bilingual data by back transla-
tion and use the same strategy to construct doc2doc
data. We then use the document data to fine-tune
the sentence-level translation model to ensure the
model capable of translating long sequences.

We use two methods for inference. The first one
translates single sentences just like a standard trans-
lation model. The other method combines a sen-
tence with its context to construct a long-sequence
input. After decoding, the model splits the result
into single sentences and sacreBLEU2 (Post, 2018)
is calculated on the single sentences.

3.3 Data Selection

Data selection (van der Wees et al., 2017) is a
data augmentation method that we use to select
in-domain data from out-of-domain data.

For monolingual data selection, we train a Fast-
Text (Joulin et al., 2016) classifier using a small
number of English monolinguals in subtitle, con-
versation, and shopping domains, and then select
in-domain English monolinguals from the common
corpus.

For bilingual data selection, as mentioned by
Wang et al. (2019, 2018) , we use the in-domain
data to fine-tune the out-domain model, and then

2https://github.com/mjpost/sacrebleu
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System 20 en→de test 20 de→en test 22 en→de dev 22 de→en dev
baseline 45.1 46.7 50.3 58.7

+ Data Selection 49.2(+4.1) 48.1(+1.4) 62.5(+12.2) 65.5(+6.8)
+ Noisy FT 49.0(+3.9) 49.9(+3.2) 64.3(+13.1) 65.5(+6.8)
+ Model Average 49.8(+4.7) 49.2(+2.5) 63.2(+12.9) 65.7(+7.0)

Table 3: sacreBLEU score on chat20 test set and chat22 dev set

use the model before and after the fine-tuning to
calculate the decoding probability score of the out-
domain bilingual data. The data with a higher score
on the fine-tuned model is selected as the in-domain
bilingual data. The specific scoring is carried out
according to the formula 1.

score =
logP (y|x; θin)− logP (y|x; θout)

|y| (1)

Where θout represents the model trained with out-
domain data, and θin represents the model after
fine-tuning with a small amount of in-domain bilin-
gual data, and |y| represents the length of the target
sentence.

3.4 Forward Translation

Forward Translation (FT) (Wu et al., 2019), also
known as Self-Training (Imamura and Sumita,
2018) , usually refers to using a forward NMT
model to translate source-side monolingual data
to target-side text so as to generate synthetic bilin-
guals. The data is then used to train the forward
translation model. Generally, beam search (Freitag
and Al-Onaizan, 2017) is used for forward trans-
lation. In our experiment, the beam size is set to
4.

Noisy self-training (He et al., 2020) adds noise
to the source-side of the pseudo parallel corpus gen-
erated by forward translation. Experiments show
that this method is effective in low resource tasks.
Noisy self-training is therefore used in the last step
when a small amount of in-domain monolinguals
is used.

3.5 Back Translation

Back-translation(BT) (Edunov et al., 2018) has
been recognized as the most effective data aug-
mentation strategy for enhancing NMT model per-
formance. Contrary to forward translation, it trans-
lates target-side monolinguals into source-side to
generate synthetic parallel corpus. Among the
many back translation methods, sampling (Graça
et al., 2019), noise (Edunov et al., 2018) and tagged

back translation (Caswell et al.) work better. In our
experiment, sampling back-translation is chosen.

3.6 Fine-tuning

Fine-tuning (Dakwale and Monz, 2017) is a way
to achieve domain transfer. In our translation task,
we adopt a three-stage fine-tuning strategy. Firstly,
we use synthetic corpus from similar domains to
fine-tune the out-of-domain NMT model, and then
use bilingual data selected from general domain
according to the development set to improve the
model performance. After that, we use the syn-
thetic data generated from the in-domain mono-
lingual data to fine-tune the in-domain model for
more fine-grained domain transfer.

3.7 Model Averaging

Model averaging (Dormann et al., 2018) is a com-
monly used technique to improve translation qual-
ity. Generally, models (5 in our experiment) that
perform best on the development set are selected
for parameter averaging, result to significantly im-
provement.

4 Experiment Setting

During the training phase, we use Pytorch-based
Fairseq3 (Ott et al., 2019) open-source framework
as our benchmark system. Each model is trained
using 8 GPUs with a batch size of 2048. The up-
date frequency is 4 and the learning rate is 5e-4.
The label smoothing rate is set to 0.1, the warm-up
steps to 4000, and the dropout to 0.3. Adam op-
timizer (Kingma and Ba, 2015) with β1=0.9 and
β2=0.98 is also used. In the evaluation phase, we
use Marian4 (Junczys-Dowmunt et al., 2018) for
decoding and then calculate the sacreBLEU scores
on the WMT22 chat translation task dev sets to
measure the performance of each model.
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System 22 en→de sent 22 en→de doc 22 de→en sent 22 de→en doc
baseline 50.3 - 58.7 -

+ Data Selection 62.5 - 65.5 -
+ Bilingual Doc 36.7 37.1 45.2 44.5
+ Bilingual & Doc bt 54.6 55.6 56.8 56.3

Table 4: The results of different strategies in the document-level model. Bilingual Doc means using WMT news
bilingual doc data to finetune previous model. Bilingual & Doc bt means using WMT news bilingual doc data and
pseudo corpus generated from WMT news monolingual doc data to finetune previous model.

System sacrebleu↑ total↑ er↑ es↑ sie↑
Baseline 25.8 0.37 0.12 0.82 0.16

+ Data Selection 26.3 0.36 0.13 0.81 0.14
+Bilingual Doc 23.0 0.41 0.19 0.69 0.34
+Bilingual Doc & DOC BT 24.7 0.36 0.11 0.82 0.15

Table 5: The higher the accuracy of pronoun translation, the better the model combines contextual information.

5 Result and Analysis

Table 3 shows the main results on the development
sets. Bilingual data selection gains significant im-
provement on dev sets. Although bilingual data
is selected based on dev sets, the selected data
consists of 13M sentences. Therefore, there is no
overfitting risk. This strategy also improves model
performance on chat20 test sets.

Since the dev set is already used to select data,
we no longer use the dev set to fine-tune model.
We then continue to train our model using noisy
self-training strategy on monolingual in-domain
data. The result shows that there is an increase in
BLEU on the en→de track. After model averag-
ing, performance on de→en track improves, but
performance on en→de deteriorates.

Finally, we select the result of data selection
after model averaging as the primary submission,
noisy self-training after model averaging as the con-
trastive2. Note that, the two submissions before are
few-shot. The result of the baseline model as the
submission of the zero-shot track, is contrastive1.

5.1 Document-level NMT

According to the test results shown in Table 4, us-
ing document-level data to optimize models does
not work well, mostly because this data is from the
news domain. From our subsequent experiments,
we also find that chat tasks have high requirements
on data domain.

From rows 4 and 5 in Table 4, the model using

3https://github.com/facebookresearch/fairseq
4https://github.com/marian-nmt/marian

bilingual document data has worse results than the
model using DocBT data. We assume that there
are two reasons for this phenomenon. One is that
the size of bilingual documents is limited, and the
other is that the DocBT data generated using the
data selection model is closer to the chat domain
than the original bilinguals.

To verify the effectiveness of our document-
level translation model, we evaluate our model on
(Müller et al., 2018) test set, which is a pronoun
translation accuracy task.

As shown in Table 5, the pronoun translation
accuracy of bilingual document-level model was
significantly better than that of other models. But
the BLEU is the lowest due to the minimum amount
of data. From subsequent domian transfer experi-
ments, we can also find, chat tasks are extremely
sensitive to the domain of the data, but we cannot
find enough chat data to train the document-level
translation model. Therefore, we cannot draw a
conclusion that document-level translation is use-
less for chat translation tasks. Further researches
can be carried out when sufficient chat data is avail-
able.

5.2 Domain Transfer

Since no chat training data is provided except for
the development set, we continue to train the base-
line model using development set and monolingual
data from previous chat tasks. As shown in rows 3
and 4 in the Table 6, models training with chat20
development set performs well on the chat20 test
set. However, little improvement is observed on
chat22 dev set. As mentioned above, the data dis-
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System 20 en→de test 20 de→en test 22 en→de dev 22 de→en dev
baseline 45.1 46.7 50.3 58.7

+ 20 dev fine-tune 60.5 63.5 52.4(+1.9) 53.5(-5.1)
+ 20 mono en FT/BT 59.6 64.1 45.7(-4.6) 31.6(-27.1)
+ Subtitle en FT/BT 57.1 53.5 43.7(-6.6) 28.5(-30.2)
+ Conversation en FT/BT 56.7 51.4 49.5(-0.5) 43.8(-14.9)
+ Shopping en FT/BT 56.2 55.9 50.3(-) 43.3(-15.4)
+ Data Selection 49.2 48.1 62.5(+12.2) 65.5(+6.8)

Table 6: The results of different strategies for the sentence-level model. FT/BT means that forward translation in
en→de direction and back translation in de→en direction.

tribution for these two tasks is not consistent.
Monolingual data of similar domains, such as

subtitle, conversation, and shopping, is then used
for FT or BT enhancement. From rows 5, 6 and
7 in the Table 6, the results are worse than using
chat20 data. Although the monolingual data is of
higher quality, its domain and style are far away
from chat data. So it brings no improvement.

5.3 Bilingual Data Selection

Through the above experiments, we find that this
year’s chat task has unique features and is very
sensitive to domain differences. Using the idea pro-
posed by Wang et al. (2019, 2018), we select 13M
data from 40M general bilingual data to optimize
our baseline model.

As can be seen from row 8 in the Table 6, this
strategy is effective and improves the translation
quality in both directions. Besides, we find that the
data selected using the chat22 development set also
improves model performance on the chat20 task,
indicating that this strategy is a general method.
We will test its applicability in the future.

6 Conclusion

This paper presents the submissions of HW-TSC
to the WMT 2022 Chat Translation Shared Task.
For both direction in customer-agent translation
task, we perform experiments with a series of pre-
processing and training strategies. The results show
that bilingual data selection achieves the best re-
sults. In the future, we will continue to explore the
applicability of bilingual data selection mentioned
in this paper.

Besides, the performance of document-level
translation model is limited given the amount of
data. It has not achieved the expected results on this
task, and we will continue to explore the impact of
context for the chat task.
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