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Abstract
We report the result of the first edition of the
WMT shared task on Translation Suggestion
(TS). The task aims to provide alternatives for
specific words or phrases given the entire docu-
ments generated by machine translation (MT).
It consists two sub-tasks, namely, the naive
translation suggestion and translation sugges-
tion with hints. The main difference is that
some hints are provided in sub-task two, there-
fore, it is easier for the model to generate
more accurate suggestions. For sub-task one,
we provide the corpus for the language pairs
English-German and English-Chinese. And
only English-Chinese corpus is provided for
the sub-task two.

We received 92 submissions from 5 participat-
ing teams in sub-task one and 6 submissions for
the sub-task 2, most of them covering all of the
translation directions. We used the automatic
metric BLEU for evaluating the performance
of each submission.

1 Introduction

Computer-aided translation (CAT) (Barrachina
et al., 2009; Green et al., 2014; Knowles and Koehn,
2016; Santy et al., 2019) has attained more and
more attention for its promising ability in combin-
ing the high efficiency of machine translation (MT)
(Cho et al., 2014; Bahdanau et al., 2015; Vaswani
et al., 2017) and high accuracy of human transla-
tion (HT). A typical way for CAT tools to combine
MT and HT is PE (Green et al., 2013; Zouhar et al.,
2021), where the human translators are asked to
provide alternatives for the incorrect word spans in
the results generated by MT. To further reduce the
post-editing time, researchers propose to apply TS
into PE, where TS provides the sub-segment sug-
gestions for the annotated incorrect word spans in
the results of MT, and their extensive experiments
show that TS can substantially reduce translators’
cognitive loads and the post-editing time (Wang
et al., 2020; Lee et al., 2021).

As there is no explicit and formal definition for
TS, we observe that some previous works simi-
lar or related to TS have been proposed (Alabau
et al., 2014; Santy et al., 2019; Wang et al., 2020;
Lee et al., 2021). However, there are two main
pitfalls for these works in this line. First, most
conventional works only focus on the overall per-
formance of PE but ignore the exact performance
of TS. This is mainly because the golden corpus
for TS is relatively hard to collect. As TS is an im-
portant sub-module in PE, paying more attention to
the exact performance of TS can boost the perfor-
mance and interpretability of PE. Second, almost
all of the previous works conduct experiments on
their in-house datasets or the noisy datasets built
automatically, which makes their experiments hard
to be followed and compared. Additionally, ex-
perimental results on the noisy datasets may not
truly reflect the model’s ability on generating the
right predictions, making the research deviate from
the correct direction. Therefore, the community
is in dire need of a benchmark for TS to enhance
the research in this area. To address the limita-
tions mentioned above and spur the research in
TS, we make our efforts to construct a high-quality
benchmark dataset with human annotation, named
WeTS,1 which covers four different translation di-
rections.

The main motivation of this shared task is two-
fold. The first goal is to analyze the challenges
in the area of TS, which can provide some new
directions for the further researches and applica-
tions in this area. Secondly, we want to make the
researchers notice the gaps between the golden and
automatically generated synthetic corpus. And we
want to see the performance of different techniques
on the golden corpus. As the source and translation
sentence are both the inputs of TS, it is interesting
to see how the interactions between the source and

1WeTS: We Establish a benchmark for Translation Sugges-
tion
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translation sentences can improve the final sugges-
tions.

In order to evaluate the quality of the participat-
ing systems, we use the automatic metric, BLEU
(Papineni et al., 2002). Specifically, we adopt the
widely used toolkit, sacrebleu (Post, 2018) to cal-
culate the BLEU score for the top-1 suggestion
against the reference sentences.2 For Chinese, the
BLEU score is calculated on teh character with
the default tokenizer for Chinese. As for English,
the BLEU score is calcualted on the case-sensitive
words with the default tokenizer 13a.

Five teams participated in this first campaign
of the Translation Suggestion shred task, most of
them cover the four translation directions. We will
describe each system which submits the technical
paper in detail.

2 Task Description

This section describes the task definition in the first
edition of TS shared task. We finely divide the task
of TS into two sub-tasks, namely vanilla TS and
TS with hints, according to whether the translators’
hints are considered.

Vanilla TS. Given the source sentence x =
(x1, . . . , xs), the translation sentence m =
(m1, . . . ,mt), the incorrect words or phrases w =
mi:j where 1 ≤ i ≤ j ≤ t, and the correct alter-
native y for w, the task of vanilla TS is optimized
to maximize the conditional probability of y as
follows:

P (y|x,m−w, θ) (1)

where θ represents the model parameter, and m−w

is the masked translation where the incorrect word
span w is replaced with a placeholder. 3

TS with Hints. In the sub-task TS with hints, the
hints of translators are considered as some soft con-
straints for the model, and the model is expected
to generate suggestions meeting these constraints.
The format of the translator’s hint is very flexi-
ble, which usually requires only a few types on
the keyboard by the translator. For English and
German, the hints can be the character sequence
which includes the initials of words in the correct
alternative. As for Chinese, the hints can be the
character sequence which includes the initials of

2https://github.com/mjpost/sacrebleu
3w is null if i equals j, and the model will predict whether

some words need to be inserted in position i.

the phonetics of words in the correct alternative. In
this setting, the model is optimized as:

P (y|x,m−w,h, θ) (2)

where h indicates the hints provided by translators.

Related tasks. Some similar techniques have
been explored in CAT. Green et al. (2014) and
Knowles and Koehn (2016) study the task of so-
called translation prediction, which provides pre-
dictions of the next word (or phrase) given a prefix.
Huang et al. (2015) and Santy et al. (2019) further
consider the hints of the translator in the task of
translation prediction. Compared to TS, the most
significant difference is the strict assumption of the
translation context, i.e., the prefix context, which
severely impedes the use of their methods under
the scenarios of PE. Lexically constrained decoding
which completes a translation based on some un-
ordered words, relaxes the constraints provided by
human translators from prefixes to general forms
(Hokamp and Liu, 2017; Post and Vilar, 2018; Kaji-
wara, 2019; Susanto et al., 2020). Although it does
not need to re-train the model, its low efficiency
makes it only applicable in scenarios where only
a few constraints need to be applied. Recently, Li
et al. (2021) study the problem of auto-completion
with different context types. However, they only
focus on the word-level auto-completion, and their
experiments are also conducted on the automati-
cally constructed datasets.

3 Data Description

This section introduces the proposed dataset WeTS
used in the shred task, which is a golden corpus for
four translation directions, including English-to-
German, German-to-English, Chinese-to-English
and English-to-Chinese.

Translation Direction Train Valid Test

En⇒De 14,957 1000 1000
De⇒En 11,777 1000 1000
Zh⇒En 21,213 1000 1000
En⇒Zh 15,769 1000 1000

Table 1: The sizes for cases in train/valid/test sets.
“En⇒De” refers to the direction of English-to-German,
and “En⇒Zh” refers to English-to-Chinese.
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Source Sentence 

他们也许并不知道这是一个“假理财”骗局，但也察觉到了诸多可疑之 
ta men ye xu bing bu zhi dao zhe shi yi ge jia li cai pian ju, dan ye cha jue dao le zhu duo ke yi zhi chu 

处，然而最终还是按照张颖的指使进行了违法违规操作。 
ran er zui zhong hai shi an zhao zhang ying de zhi shi jin xing le wei fa wei gui cao zuo 

Translation 
They may not know this is a "fake financial management" scam, but also aware 
of many suspicious, and ultimately conduct illegal operations according to 
Zhang Ying's instructions. 

Suggestions 1. suspects  2. doubtful points  3. questionable points 

 
Figure 1: One training example in WeTS. For the incorrect word "suspicious" (in red color), there are three correct
suggestions. For readability, we also provide the Chinese pinyin format for the Chinese sentence (in blue color).
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Figure 2: The number of incorrect span in each annotated example.

3.1 Annotation Guidelines
It is non-trivial for annotators to locate the incor-
rect word spans in the MT sentence. The main
difficulty is that, the concept of “translation error"
is ambiguous and each translator has his own un-
derstanding about translation errors. To easier the
annotation workload and reduce the possibility of
making errors, we group the translation errors on
which we aim to focus into three macro categories:

• Under-translation or over-translation: While
the problem of under-translation or over-
translation has been alleviated with the popu-
larity of Transformer, it is still one of the main
mistakes in NMT and seriously destroys the
readability of the translation.

• Semantic errors: For the semantic error, we
mean that some source words are incorrectly
translated according to the semantic context,
such as the incorrect translations for entities,
proper nouns, and ambiguous words. Another

branch of semantic mistake is that the source
words or phrases are only translated superfi-
cially and the semantics behind are not trans-
lated well.

• Grammatical or syntactic errors: Such errors
usually appear in translations of long sen-
tences, including the improper use of tenses,
passive voice, syntactic structures, etc.

Another key rule for translators is that annotating
the incorrect span as local as possible, as generat-
ing correct alternatives for long sequences is much
harder than that of shorter sequences.

3.2 Data Construction
As the starting point, we collect the monolingual
corpora for English and German from the raw
Wikipedia dumps, and extract Chinese monolin-
gual corpus from various online news publications.
We first clean the monolingual corpora with a lan-
guage detector to remove sentences belonging to
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Figure 3: The length of the incorrect span.

other languages.4 For all monolingual corpora, we
remove sentences that are shorter than 20 words or
longer than 80 words. In addition, sentences which
exist in the available parallel corpora are also re-
moved. Then, we get the translations by feeding the
cleaned monolingual corpus into the corresponding
fully-trained NMT model. The NMT models for
English-German language pairs are trained on the
parallel corpus of WMT14 English-German. For
Chinese-English directions, the NMT models are
trained with the combination between the WMT19
English-Chinese5 and the same amount of in-house
corpus. 6

Finally, the translators are required to mark the
incorrect word spans in the translation sentence and
provide at least one alternative for each incorrect
span, by using the annotation guidelines. The team
is composed by eight annotators with high expertise
in translation and each example has been assigned
to three experts. There are two phases of agreement
computations. In the first phase, an annotation is
considered in agreement among the experts if and
only if they capture the same incorrect word spans.
If one annotation passes the first agreement com-
putation, it will be assigned to other three experts
in charge of selecting the right alternatives from
the previous annotation. In the second phase of
agreement computation, an annotation is consid-
ered in agreement among the experts if and only

4https://github.com/Mimino666/langdetect
5https://www.statmt.org/wmt19/

translation-task.html
6We have released the models and inference scripts utilized

here to make our results easy reproduced.

if they select the same right alternatives. With the
two-phase agreement checking, we ensure the high
quality of the annotated examples. For the anno-
tated examples with multiple incorrect word spans,
we can extract multiple examples which have the
same source and translation sentences, but different
incorrect word span and the corresponding sugges-
tions. Finally the extracted examples are randomly
shuffled and then split into the training, validation
and test sets.7 One training example for the transla-
tion direction of Chinese-to-English is presented in
Figure 1 and the sizes for the train/valid/test sets in
WeTS are collected in Table 1.

3.3 Detailed Statistics
The number of the incorrect span Each anno-
tated example may contain multiple incorrect spans,
we show the number of the incorrect span in each
annotated example as Figure 2. We can see that
most examples have only a few incorrect spans, and
there are more than 70 percent examples contain-
ing less than 3 incorrect spans for each translation
direction.

The length of the incorrect span Figure 3 repre-
sents the length distribution of the incorrect spans.
We can find that most of the incorrect spans con-
tain less than 3 words or Chinese characters. This
is mainly because of our key rule for annotating
the incorrect span as local as possible. Addition-
ally, for all of the four translation directions, the

7To keep the fairness of WeTS, we ensure the examples
among the training, validation and test sets have different
source and translation sentences.
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Figure 4: The length of the suggestion.

number of the incorrect spans with length 0 ranks
top-2 among all the length buckets. This shows
that under-translation is still a frequent error of the
existing NMT models.

The length of the suggestions Figure 4 shows
the length distribution of the suggestions. We can
see that in English-to-German, German-to-English
and Chinese-to-English, most of the suggestions
contain only one word. For English-to-Chinese,
most suggestions contain two Chinese characters.
Additionally, we can also find that there are quite a
few of suggestions with length zero in each trans-
lation direction. This shows that over-translation
is a non-negligible problem for the existing NMT
models.

4 Participants

Five participants submitted their systems to the sub-
task one of TS shared task. And two participants
submitted their systems to the second sub-task. In
sub-task one, 92 runs were submitted in total (each
team is only allowed to submit less than 15 runs).
Table 2 summarizes the participants and their affili-
ations.

4.1 Systems

Here we briefly describe each participant’s systems
as described by the authors and refer the reader
to the participant’s submission for further details.
Since some participants did not submit their pa-
pers, we only describe the systems in the submitted
papers.

Team Institution

mind-ts Soochow University and Alibaba
suda-hlt Soochow University

Avocados Beijing Jiaotong University
IOL Research Transn IOL Technology CO., Ltd.

Slack Zhejiang University

Table 2: The participating teams and their affiliations.

4.1.1 Baseline
We take the naive Transformer-base (Vaswani et al.,
2017) as the baseline and directly apply the imple-
mentation of the open-source toolkit, fiarseq.8 We
construct the synthetic corpus based on the WMT
parallel corpus, and we refer the readers for details
about constructing the synthetic corpus in the pa-
per (Yang et al., 2021). For training, we apply the
two-state training pipeline, where we pre-train the
model on the synthetic corpus in the first stage, and
then fine-tune the model on the golden corpus in
the second stage.

4.1.2 IOL Research
The team of IOL Research participates the two
sub-tasks and focuses on the En-Zh and Zh-En
translation directions. They use the ∆LM as their
backbone model. ∆LM is a pre-trained multilin-
gual encoder-decoder model, which outperforms
various strong baselines on both natural language
generation and translation tasks (Ma et al., 2021).
Its encoder and decoder are initialized with the

8https://github.com/pytorch/fairseq
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pre-trained multilingual encoder InfoXLM (Chi
et al., 2020). Their model has 360M parameters,
12-6 encoder-decoder layers, 768 hidden size, 12
attention heads and 3072 FFN dimension. For the
training data, they construct the synthetic data with
two different methods according to its constructing
complexity. During training, they use the two-stage
fine-tuning, where they apply the synthetic data to
fine-tune the original ∆LM in the first stage and
then fine-tune the result of the first stage with the
golden corpus. In their experiments, they find that
the accuracy indicator of TS can be helpful for ef-
ficient PE in practice. Overall, they achieved the
best scores on 3 tracks and comparable result on
another track.

4.1.3 Avocados

The team of Avocados tries different model struc-
tures, such as Transformer-base (Vaswani et al.,
2017), Transformer-big (Vaswani et al., 2017), SA-
Transformer (Yang et al., 2021) and DynamicConv
(Wu et al., 2019). They test different ensemble
approaches for better performance. For more de-
tails, we refer the readers to their paper (Zhang
et al., 2022). Their main efforts are paid on build-
ing the synthetic corpus. They apply three different
ways to construct the synthetic corpus. Firstly, they
randomly sample a sub-segment in each target sen-
tence of the golden parallel data, mask the sampled
sub-segment to simulate an incorrect span, and
use the sub-segment as an alternative suggestion.
Secondly, the same strategy as above is used for
pseudo-parallel data with the target side substituted
by machine translation results. Finally, they use a
quality estimation model to estimate the translation
quality of words in translation output sentence and
select the span with low confidence for masking.
Then, an alignment tool to find the sub-segment
corresponding to the span in the reference sentence
and use it as the alternative suggestion for the span.
To bridge the domain difference between the large-
scale synthetic data and human-annotated golden
corpus, they apply the pre-trained BERT to filter
data similar to the golden corpus as in-domain data,
which are used as pre-training for the next phase af-
ter pre-training model with a large-scale synthetic
corpus. Overall, they rank second and third on the
English-German and English-Chinese bidirectional
tasks respectively.

4.1.4 mind-ts
The team of mind-ts participate in the English-
German and English-Chinese translation directions
in the sub-task one, and their submissions are
ranked first in three of four language directions. For
English-German, they initialize the weights with
NMT models released by teh winner of WMT19
(Ng et al., 2019). For English-Chinese, the one-
to-many and many-to-one mBART50 models are
used (Tang et al., 2020). Their main contribution is
to construct the synthetic corpus with word align-
ment. They use the well-trained alignment mod-
els between source and target languages to filter
out high-quality augment data. Specifically, they
first use the Fast Align toolkit to extract the token
alignments. Then, they remove tokens that appear
in both MT and reference to get the trimmed re-
sult. They trim these common tokens because they
want the model to focus more on the incorrect span
and its alternative. Additionally, they use the dual
conditional cross-entropy model to calculate the
quality score of the pair between the source and
masked translation sentences. If the cross-entropy
quality score meets the threshold, they treat the
masked translation and the alignment segments as
the good examples for TS. Similarly, they also use
the two-phase pre-training pipeline to get the final
models.

4.2 Submission Summary

The submissions for this year’s TS shared task
cover different approaches from the pre-trained
LMs and the encoder-decode NMT models. From
the submissions, we find that the pre-trained mod-
els are very useful for the final performance. Ad-
ditionally, almost all of the submissions have tried
different approaches for constructing the synthetic
corpus. As the amount of the golden corpus is lim-
ited, it is very important to find efficient ways to
construct the synthetic corpus. The main problem
for constructing synthetic corpus is how to make
the synthetic corpus similar to the golden corpus in
domain or other aspects. Finally, how to efficiently
apply the synthetic corpus also needs much more
efforts to investigate. All submissions adopt the
two-stage training pipeline to train the models.

4.3 Evaluation Results

We report the BLEU scores of the submissions.
The BLEU is calculated automatically with the
sacrebleu toolkit. For each run, the participating
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team need to submit their top-1 suggestions for
each sentence in the test set. Each participating
team can submit at most 15 times for each track.
We only report the best score for each team. Table
3 and 4 report the results on English-Chinese and
English-German respectively in the sub-task one.
Table 5 report the results on English-Chinese in the
sub-task two.

Team En-Zh Zh-En

Baseline 31.02 25.84
mind-ts 33.92(2) 30.07 (1)

Avocados 33.33 (3) 28.56 (3)
IOL Research 39.71 (1) 28.42 (4)

Table 3: Evaluation results on the language pair for
English-Chinese in the sub-task one. The number in
bracket is the ranked position.

Team En-De De-En

Baseline 35.07 37.61
mind-ts 42.91(1) 47.04 (1)

Avocados 42.61 (2) 36.30 (2)

Table 4: Evaluation results on the language pair for
English-German in the sub-task one. The number in
bracket is the ranked position.

Team En-Zh Zh-En

Baseline 41.83 35.02
IOL Research 48.60 (1) 39.95 (1)

Table 5: Evaluation results on the language pair for
English-Chinese in the sub-task two. The number in
bracket is the ranked position.

5 Discussion and Analysis

Comparing the results of the BLEU scores of all
submissions with our baseline systems, there is a
significant gap between the submitted and baseline
systems. This shows that there is a large space
for us to try different techniques to improve the
performance of TS. By comparing the results of
different submitted systems, we find that different
pre-training models have a large difference on the
final performance. This is a similar trend with other
NLP tasks. Therefore, we believe that this is an

interesting and promising direction for us to pay
much more efforts.

All submitted systems have investigated differ-
ent approaches for constructing the synthetic cor-
pus and almost all of them have achieved much
improvements with the synthetic corpus. The noise
in the synthetic corpus is a major problem which
negatively affects the final performance. Therefore,
how to filter or decrease the noise is an open ques-
tion. The team of mind-ts applies the pre-trained
LM to filter the synthetic corpus and obtain better
performance on 3 out of 4 tracks based on the high-
quality synthetic corpus. We can investigate more
effective approaches to detect and filter the noise
in the synthetic corpus.

However, another interesting direction which are
not investigated by the submissions is modeling
the interaction between the source and translation
sentences efficiently. Compared to MT, the main
difference for TS is that the input for TS is dual-
source, namely the source and translation sentence.
We believe that efficiently modeling the interaction
between the source and translation sentences can
improve the final performance.

6 Conclusion

We present the results of first edition of the Trans-
lation Suggestion shared task. For the goal of
this task, we create and release the first golden
benchmark dataset, called WeTS, which covers the
language pairs for English-Chinese and English-
German. We wish the released corpus can spur the
researches in this area. This year we received 92
submissions from 5 participating teaming in the
sub-task one and 6 submissions for the sub-task 2,
most of them covering the two translation direc-
tions. Results of these submissions show that the
pre-trained models and synthetic corpus are two
important factors for the final performance.
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