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Abstract

This paper presents our submission to the
WMT 2022 quality estimation shared task
and more specifically to the quality prediction
sentence-level direct assessment (DA) subtask.
We build a multilingual system based on the
predictor—estimator architecture by using the
XLM-RoBERTa transformer for feature extrac-
tion and a regression head on top of the final
model to estimate the z-standardized DA la-
bels. Furthermore, we use pretrained models
to extract useful knowledge that reflect various
criteria of quality assessment and demonstrate
good correlation with human judgements. We
optimize the performance of our model by in-
corporating this information as additional exter-
nal features in the input data and by applying
Monte Carlo dropout during both training and
inference.

1 Introduction

Machine translation quality estimation (MTQE) is
the task of automatically estimating the quality of
the MT output without using reference translations
or any other human input (Blatz et al., 2004; Specia
et al., 2009, 2018). MTQE has many use cases and
can be applied in various settings (Specia and Shah,
2018). It can be used to estimate the post-editing
effort, to rank and compare outputs of different
MT systems or to classify the segments that need
post-editing. It can also be used to estimate the
quality of the final translations as well as to filter
out noisy segments from translation memories or
training datasets. MTQE techniques usually have
multiple granularity levels and can be applied to
a word, phrase, sentence or even to an entire doc-
ument. Such systems are highly efficient when a
vast amount of machine translated segments need
to be evaluated in less time, with less effort and
lower costs compared to traditional evaluation tech-
niques.

The WMT 2022 quality estimation shared task
includes the following separate tasks: quality pre-

diction, explainable QE and critical error detec-
tion. Our team participated in the quality predic-
tion sentence-level direct assessment (DA) subtask
with a multilingual MTQE system.

Specifically, we developed a cross-lingual
MTQE system following the predictor—estimator
architecture (Kim and Lee, 2016; Kim et al., 2017).
We used the large-scale pretrained XLM-RoBERTa
(XLM-R)' model (Conneau et al., 2020) for fea-
ture extraction, similarly to Chen et al. (2021). We
combined the model’s output with additional ex-
ternal features that demonstrate good correlation
with the target variable. We then used the concate-
nated vector as input to our final MTQE regression
model. Our regressor is a feed-forward neural net-
work with a linear output layer used to estimate the
z-standardized DA labels.

2 Quality prediction: sentence-level direct
assessment

The quality prediction task of the WMT 2022 qual-
ity estimation shared task consists of a sentence-
level and a word-level subtask. Using the pro-
vided annotated training data, the objective of
the sentence-level direct assessment subtask is
to develop a system that automatically estimates
a quality score for each provided sentence pair
which is highly correlated with human-generated
z-standardized DA values.

2.1 Data

According to the instructions, for each language
pair, participants can use all the annotations of-
fered for the quality estimation shared tasks of the
preceding year(s) that are accessible through the
MLQE-PE GitHub page.”

MLQE-PE is a multilingual dataset for qual-
ity estimation which includes 11 language com-
binations covering low, medium and high re-

1https: //huggingface.co/x1lm-roberta-large
2https: //github.com/sheffieldnlp/mlqge-pe
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source languages (Fomicheva et al., 2020a,c). The
dataset is mainly created by translating sentences
from Wikipedia articles using cutting-edge trans-
former NMT models, and by having expert lin-
guists annotate the translations based on a modified
version of DA ratings. Each sentence is annotated
individually using the FLORES setup (Guzmén
et al., 2019), in which three qualified translators
provide evaluations on a scale of 0-100 based on
their perceived translation quality. Raw DA scores
are then standardized and transformed into z-scores
by using the mean and standard deviation of every
single annotator. The z-standardized per-annotator
values are then averaged in order to get one final
score for every translation.

The organizers also provide additional train, de-
velopment, and test sets for the English—Marathi
language pair that is not included in the MLQE-PE
dataset.

language pair Train  Dev. Test
en—mr 26000 1000 1000
en—cs — 1000 1000
en—ja — 1000 1000
km-en — 1000 1000
ps—en — 1000 1000
en—de 9000 1000 -
en—zh 9000 1000 -
et—en 9000 1000 -
ne—en 9000 1000 -
ro—en 9000 1000 -
ru—en 9000 1000 -
si—en 9000 1000

en—yo - — 1000
total 89000 12000 6000

Table 1: Size of the provided train, development and
test sets per language (in sentences)

The data for the sentence-level quality prediction
subtask can be downloaded from the task’s GitHub
page.> The number of the available sentences per
language is illustrated in the Table 1.

According to the instructions, it is also feasible
to use the DA annotations that were generated for
the metrics shared tasks in previous years.

For the training of our models, we use only the

training part of the data provided by the organizers.

For the English—Japanese language pair, we also
use the training data of the 2020 metrics shared

3https://github.com/WMT-QE-Task/
wmt-qe-2022-data/

task.

2.2 Evaluation

This year, the primary evaluation metric for the
sentence-level DA subtask is the Spearman’s rank
correlation coefficient which is used to reflect the
correlation between the predicted scores and the
human annotated z-standardized DA labels. Sec-
ondary metrics also include MAE, RMSE, and
Pearson’s correlation coefficient.

regressor

3 Method

concatenated feature vector

sentence external
embeddings features

@ature prediction (XLM-RDBERTED

hypothesis

Figure 1: Model architecture

For the sentence-level direct assessment subtask
we build and use a system based on the predictor—
estimator architecture (Kim and Lee, 2016; Kim
et al., 2017). Following similar state-of-the-art ap-
proaches (Fomicheva et al., 2020b; Moura et al.,
2020; Rei et al., 2020; Zerva et al., 2021; Chen
et al., 2021; Wang et al., 2021) we choose the pre-
trained XLM-RoBERTa!' model (Conneau et al.,
2020) to encode the input sequences and predict
our features. We keep the XLM-R encoder frozen
during training and we use it to generate Cross-
lingual representations over the source sentences
and their corresponding translations. We then con-
catenate the output with additional external fea-
tures and we feed the final feature vector to a feed-
forward layer to finally estimate the continuous
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z-standardized DA scores. We also employ Monte
Carlo dropout during both training and inference
to optimize the performance of our model. We
use the mean-squared-error loss function and the
AdamW (Loshchilov and Hutter, 2019) optimizer
with a learning rate of 10~°. The architecture of
our model is illustrated in the Figure 1.

3.1 Cross-lingual Representations

In order to extract cross-lingual representations
for each sentence pair, we start by encoding each
source sentence and its hypothesis separately. From
the output vectors, we extract the <s> classification
token (equivalent to the [CLS]) that corresponds to
the representation of the whole sequence (Ranas-
inghe et al., 2020). Then, similarly to the method-
ology proposed in RUSE (Shimanaka et al., 2018),
we use the following sentence embeddings:

* Source embedding representation: §

-

* Hypothesis embedding representation: h
¢ Element-wise product: §o h
« Element-wise absolute difference: | §— F |

Motivated by the implementation of Rei et al.
(2020), we concatenate the above representations
into a single vector. Furthermore, we enrich the vec-
tor with additional external features f resulting in

3

a final feature vector ¥ = {f, ﬁ; 5§ 50 ﬁ; | —h

which is used as input to the output layer of our
model.

3.2 Additional external features

Fomicheva et al. (2020c) suggested the use
of glass-box features to predict the quality of the
NMT outputs. Specifically, they proposed meth-
ods to quantify the model’s uncertainty in unsuper-
vised QE scenarios. Moura et al. (2020) and Zerva
et al. (2021) also used such glass-box features as
an effective strategy for the development of their
QE systems. In our approach, we use the sentence-
level NMT model scores included in the MLQE-PE
dataset (Fomicheva et al., 2020a,c) and we further
explore additional characteristics that can be effec-
tively used in similar QE settings. We suggest a
set of external features that reflect various criteria
of translation quality assessment and exhibit good
correlation with human judgements, as illustrated
in Table 2.

Masked Language Model scores

(features: src_ppl, hyp_ppl, diff_ppl)

According to Lau et al. (2017), language mod-
els (LMs) can be effectively used to estimate
linguistic acceptability judgements. Salazar et al.
(2020) showed that pseudo-log-likelihood scores
(PLLs) and their corresponding pseudo-perplexities
(PPPLs) derived from masked language models
(MLMs) can help to distinguish linguistically ac-
ceptable from unacceptable sentences in an un-
supervised way with comparable performance to
large unidirectional autoregressive LMs. Based
on the above observation, our primary objective is
to derive scores at the sentence level that reflect
the overall likelihood that the model gives to an
entire sentence. We choose the multilingual XLLM-
RoBERTa' model and compute PLL scores by it-
eratively masking all tokens of the sequence. We
generate PLL scores for both the source and the
hypothesis and then we also calculate their absolute
difference.

NMT Model scores
(features: model_scores)

According to Fomicheva et al. (2020c), seq2seq
NMT models can provide meaningful insights for
measuring the model’s uncertainty that can be ef-
fectively used to estimate translation quality. At
each timestep, the NMT system returns the proba-
bility distribution for every token in the sequence
by applying a softmax function over the target
language vocabulary. The token-level probabil-
ities are then used to compute a sentence-level
log-likelihood score. In our implementation we
extracted this feature directly from the MLQE-PE
dataset (Fomicheva et al., 2020a,c). Even if this
information is already included in the provided
dataset, we also decided to build another model,
similar to the one described in this paper, that pre-
dicts these specific values when there is no access
to the NMT system used to produce the transla-
tions.

Independent NMT Model scores
(features: M2M100_loss)

We use the pretrained M2M 100 multilingual seq-
to-seq model (Fan et al., 2020) to re-score the pro-
vided NMT outputs for each sentence pair. Our
objective is not to generate a new hypothesis for
each source sentence, but to compare every given
hypothesis with the prediction produced by another
multilingual translation system. The final score
corresponds to the calculated cross-entropy loss
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when comparing the generated prediction of the
M2M100 model to the provided NMT hypothesis.
Semantic Textual Similarity scores
(features: cos_sim)
Sentence similarity corresponds to the task of au-
tomatically identifying how similar or dissimilar
two texts are. Neural models compare sentences
by initially transforming them into semantic vec-
tors, also known as sentence embeddings. We use
the LaBSE* (Feng et al., 2022) pretrained model
through the sentence transformers library (Reimers
and Gurevych, 2019, 2020) to obtain a vector repre-
sentation for every source sentence and its hypoth-
esis. Then we compare their embeddings and get a
cosine similarity score at sentence level.
COMET scores
(features: COMET_qge)
COMET (Rei et al., 2020) is a multilingual MT
quality evaluation framework that demonstrates
high correlation with human judgements. In our
implementation, we use the reference-free wmt21-
comet-ge-mgm’ model (Rei et al., 2021), pre-
trained based on the MQM benchmark, which can
be computed automatically without having avail-
able any reference translation. In this way, we are
able to get one predicted score for every sentence
and use this value as an additional feature during
the training of our model.
HTER scores
(features: hter_scores)
The translation edit rate (TER) (Snover et al., 2006)
calculates the editing operations needed to trans-
form an MT output into a version that exactly
matches at least one candidate translation among
a list of gold-standard reference texts. The human-
targeted translation edit rate (HTER) (Snover et al.,
2006) is another version of the TER metric which
incorporates the human factor in the process and re-
quires human post-edits of the MT output. Even if
this information is already included in the MLQE-
PE dataset, we use the available HTER annota-
tions in order to train another model, similar to the
one described in this paper, that estimates the post-
editing effort by predicting HTER scores for each
source sentence and its translation. We finally use
this information as an additional external feature
for our final model.

The Spearman and Pearson correlation between

*https://huggingface.co/sentence-transformers/
LaBSE

https://github.com/Unbabel/COMET/blob/master/
METRICS.md

features Spearman r  Pearson r
src_ppl —-0.15 —0.16
hyp_ppl —0.14 —0.14
diff_ppl —0.11 -0.13
M2M100_loss —0.29 —0.25
cos_sim 0.34 0.40
COMET_ge 0.42 0.41
model_scores 0.25 0.30
hter_scores —-0.37 —0.37

Table 2: Spearman and Pearson correlation between the
external selected features and the z-standardized DA
scores. Features are described one by one in section 3.2.

all the aforementioned features and the target vari-
able can be found in the Table 2. Based on these
values, it seems that the features with the highest
correlation are the cosine similarity (cos_sim), the
COMET ge (COMET_ge), and the human-targeted
translation edit rate (hter_scores). The NMT model
scores (model_scores) and the independent NMT
model scores (M2M100_loss) also demonstrate a
moderate correlation with the z-standardized DA
scores, while the masked language model scores
(src_ppl, hyp_ppl, diff_ppl) have quite lower corre-
lation comparing to the rest.

3.3 Monte Carlo dropout

Dropout refers to randomly dropping nodes while
training a neural network (Srivastava et al., 2014)
and it is an effective strategy to prevent a model
from overfitting. During training we use Monte
Carlo dropout with a rate of 0.1 to mask random
neurons of the model. Likewise, during inference
we perform numerous iterations for each test in-
stance and in this way we obtain a different score
each time for the same instance by applying Monte
Carlo dropout. Then, we use all the model’s es-
timates to get an average score for every single
sentence.

4 Experimental Results

In this section we present the performance of our
model on the provided test dataset for the WMT
2022 shared task on quality evaluation for the pre-
diction of sentence-level direct assessments. In
particular, our model outperformed the baseline
system in terms of Spearman and Pearson correla-
tion in all the multilingual and bilingual tasks, in
which we participated, as illustrated in the Tables 3
and 4 respectively. In the multilingual (full) sub-
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Model Multi Multi en-cs en—ja en—-mr Kkm-en
(full) (wlo
en—yo)
our model 0.448 0.506 0563  0.276 0444  0.623
baseline model 0.415 0.497 0.560 0272 0436  0.579

Table 3: Spearman’s correlations of the 2022 sentence-level DA subtask

Model Multi Multi en-cs en—ja en-mr km-en
(full) (wlo
en—yo)
our model 0455 0535 0592 0.281 0.586 0.618
baseline model  0.393 0.511 0.576 0.273 0.525 0.568

Table 4: Pearson’s correlations of the 2022 sentence-level DA subtask

task we were ranked 3rd while in the multilingual
(w/o en—yo) we got the 4th place.

Based on the official results, it seems that the
lowest performing language pair, for both our
model and the baseline, is English—Japanese while
the highest performing one is Khmer—English. We
did not further examine the reasons of this pattern,
as we considered this exercise out of the scope of
our study. In a future work, it would be useful
to investigate whether certain factors contribute to
this pattern (such as the source and target language
complexity, the writing script, the performance of
the pretrained models used to generate the features
for each language, or even the content of the test
dataset).

It is also worth mentioning that for most lan-
guage pairs of the test sets, as illustrated in the
Table 1, we did not have available training data. If
our model had explicitly seen all of these languages
during training, we would expect its performance
to be improved.

The results of the test set from the official leader-
board® for each language pair, in which we par-
ticipated, can be found in the Official results of
the WMT 2022 QE Task 1 — Sentence-level Direct
Assessment. In these tables, our proposed model
is compared to the baseline system in terms of
RMSE, MAE, Spearman and Pearson correlation
coefficient.

6https ://www.statmt.org/wmt22/
quality-estimation-task_results.html

5 Conclusions

This paper presents our submission to the WMT
2022 quality estimation Task 1 on sentence-level
direct assessment. We introduce a model trained
based on the predictor—estimator architecture using
the XLM-RoBERTa' for feature prediction and a re-
gression head to finally estimate the z-standardized
DA values. We suggest the use of additional exter-
nal features that reflect different criteria of human
judgements and multiple levels of translation qual-
ity. These features exhibit good correlation with
the target variable and consequently with human
annotations. Our approach is applicable in mul-
tilingual settings even with languages or writing
scripts not explicitly seen during the training of the
MTQE model. Our system demonstrates compet-
itive results and a strong correlation with human
judgements of quality assessment outperforming
the baseline system in terms of both Spearman and
Pearson correlation coefficient.
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7 Official results of the WMT 2022 QE Task 1 — Sentence-level Direct Assessment

Model Spearman r  Pearsonr RMSE MAE  Disk footprint Model
(bytes) params.

baseline 0.415 0.393 0.979  0.820  2,280,011,066 564,527,011

our model 0.448 0.455 0.794  0.632  2,307,101,417 576,733,248

Table 5: Evaluation of the Multilingual models in the 2022 DA subtask

Model Spearman r  Pearsonr RMSE MAE  Disk footprint Model
(bytes) params.

baseline 0.497 0.511 0.748  0.585 2,280,011,066 564,527,011

our model  0.506 0.535 0.733 0.571 2,307,068,585 576,725,041

Table 6: Evaluation of the Multilingual models (without en—yo) in the 2022 DA subtask

Model Spearman r  Pearsonr RMSE MAE  Disk footprint Model
(bytes) params.
baseline 0.560 0.576 0.804  0.608 2,280,011,066 564,527,011
our model  0.563 0.592 0.785 0.610  2,307,068,585 576,725,041
Table 7: Evaluation of the en—cs models in the 2022 DA subtask
Model Spearman r  Pearsonr RMSE MAE  Disk footprint Model
(bytes) params.
baseline 0.272 0.273 0.747 0.576 2,280,011,066 564,527,011
our model 0.276 0.281 0.755 0.579 2,307,068,585 576,725,041
Table 8: Evaluation of the en—ja models in the 2022 DA subtask
Model Spearman r  Pearsonr RMSE MAE  Disk footprint Model
(bytes) params.
baseline 0.436 0.525 0.628 0.461 2,280,011,066 564,527,011
our model 0.444 0.586 0.534  0.401 2,307,068,585 576,725,041
Table 9: Evaluation of the en—mr models in the 2022 DA subtask
Model Spearman r  Pearsonr RMSE MAE  Disk footprint Model
(bytes) params.
baseline 0.579 0.568 0.774  0.616 2,280,011,066 564,527,011
our model 0.623 0.618 0.794  0.619 2,307,068,585 576,725,041

Table 10: Evaluation of the km—en models in the 2022 DA subtask
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