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Abstract

Utilizing citations for research artifacts (e.g.,
dataset, software) in scholarly papers con-
tributes to efficient expansion of research arti-
fact repositories and various applications e.g.,
the search, recommendation, and evaluation of
such artifacts. This study focuses on citations
using URLs (URL citations) and aims to iden-
tify and analyze research artifact citations auto-
matically. This paper addresses the classifica-
tion task for each URL citation to identify (1)
the role that the referenced resources play in
research activities, (2) the type of referenced
resources, and (3) the reason why the author
cited the resources. This paper proposes the
classification method using section titles and
footnote texts as new input features. We ex-
tracted URL citations from international con-
ference papers as experimental data. We per-
formed 5-fold cross-validation using the data
and computed the classification performance
of our method. The results demonstrate that
our method is effective in all tasks. An ad-
ditional experiment demonstrates that using
cited URLs as input features is also effective.

1 Introduction

Open science is an activity for promoting shar-
ing and utilizing research artifacts1. One strategy
to promote these activities is to provide reposito-
ries for research artifacts, and such repositories
have been developed recently, e.g., Zenodo2 and
Mendeley Data3. In addition, national infrastruc-
tures for sharing research artifacts have been de-

∗This work was conducted while the first author was a
master’s student at the Nagoya University in Japan.

1This paper denotes research artifacts as digital objects
collected, created, generated, or used in the course of re-
search activities such as tools (e.g., software, program) and
data (e.g., measurement data, test data). This definition is
similar to that provided by the Association for Computing
Machinery (Association for Computing Machinery, 2020).

2https://zenodo.org/
3https://data.mendeley.com/

veloped4.
To develop a research artifact repository, it is

required to register research artifacts and create
their metadata5. Automating these processes can
improve the efficiency of developing repositories
and increase the number of research artifacts reg-
istered in the repositories. To this end, research ar-
tifact citations in scholarly papers can be utilized
because scholarly papers citing research artifacts
generally describe the name or usage of the arti-
facts. In addition, information about research arti-
facts not in existing metadata may be described in
the scholarly papers (Kozawa et al., 2010; Singhal
et al., 2014). Unlike citations for literature (paper
citations), there are various ways to cite research
artifacts. Therefore, automating the identification
of the research artifact citations is not trivial task.

This study focuses on citations using URLs in
scholarly papers (URL citations) and aims to iden-
tify and analyze research artifact citations. Figure
1 shows examples of URL citations. URL cita-
tions can refer to not only scholarly papers but also
various resources, e.g., datasets, software, home-
pages, and articles. Therefore, an analysis of URL
citations leads to the identification of research arti-
fact citations. In addition, it can clarify the reality
of URL citations performed informally.

This paper proposes a method to classify URL
citations in scholarly papers according to the fol-
lowing viewpoints:

• The role of resources referenced by the URL
in research activities

• The type of resources referenced by the URL

4e.g., Australian Research Data Commons (https://
ardc.edu.au/), European Open Science Cloud (https:
//ec.europa.eu/), National Data Service (Towns et al.,
2016) (http://www.nationaldataservice.org),
NII Research Data Cloud (https://rcos.nii.ac.jp/
en/service/)

5Information about research artifacts (e.g., name, creator,
type, and usage)

https://zenodo.org/
https://data.mendeley.com/
https://
ardc.edu.au/
https:
//ec.europa.eu/
http://www.nationaldataservice.org
https://rcos.nii.ac.jp/
en/service/
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Figure 1: Examples of URL citations

• The reason why the authors cited the re-
sources

Zhao et al. (2019) proposed a classification
method using multi-task learning for a similar task.
That method inputs a word sequence surrounding
the citation (citation context) into BERT (Devlin
et al., 2019), and the representations obtained from
the BERT are fed to a classification layer for each
task. This paper proposes utilizing the section title
and the footnote text used by the URL citation as
new input features. Unlike the study by Zhao et al.
(2019), this study newly addresses URL citations
using reference sections.

2 Related Work

2.1 Citation Classification

Citations in scholarly papers have long been an-
alyzed (Garfield, 1964; Moravcsik and Muruge-
san, 1975; Spiegel-Rösing, 1977; Cullars, 1990).
Garfield (1964) discussed the reasons for cita-
tions and listed 15 motivations such as “Paying
homage to pioneers” and “Providing background
reading”. Moravcsik and Murugesan (1975) in-
vestigated paper citations in the physics field to
consider the appropriateness of using citations as
measures of scientific accomplishments. The dis-
cussions in these studies were based on manual
classification or the authors’ insights. With the
development of the computer science, some auto-
matic classification methods have been proposed
(Teufel et al., 2006; Abu-Jbara et al., 2013; Jur-
gens et al., 2018; Cohan et al., 2019). Teufel et al.
(2006) proposed a method to classify paper cita-
tions based on the authors’ reason for the citing
(citation function) such as statement of weakness
and comparison with other work. Jurgens et al.
(2018) proposed a method to classify paper cita-
tions into six categories, e.g., “BACKGROUND,”
which means a cited paper provides relevant infor-
mation, “USES,” which means a citing paper uses
data or methods in the cited paper.

Ding et al. (2014) summarized such approaches
for analyzing citations based on their content as
Content-based Citation Analysis (CCA). The CCA
has been applied to various tasks, e.g., summariz-
ing papers, recommending citations, and improv-
ing metrics for papers (Ding et al., 2014). In addi-
tion, some studies have demonstrated that consid-
ering the citation functions contributes to the anal-
ysis of academic trends (Abu-Jbara et al., 2013;
Jurgens et al., 2018), automatic generation of ci-
tation sentence (Ge et al., 2021), and prediction of
the number of citations (Jurgens et al., 2018).

2.2 Research Artifact Citations

Recently, research artifacts, e.g., datasets and soft-
ware, have been cited increasingly in scholarly
papers. Then, there is a growing movement to
establish formal rules for data and software cita-
tions, as FORCE11 has declared “Data Citation
Principles” (Data Citation Synthesis Group, 2014)
and “Software Citation Principles” (Smith et al.,
2016). However, widespread adoption of this prac-
tice among researcher is a long way off. Howison
and Bullard (2016) have demonstrated that there
were many informal citations in biology papers.
One strategy for automatic identification of the
informal citations is to identify research artifact
mentions in the body text (Krüger and Schindler,
2020). Some studies address the identification
of dataset names (Singhal and Srivastava, 2013;
Prasad et al., 2019; Ikeda et al., 2020) or soft-
ware names (Li and Yan, 2018; Schindler et al.,
2020; Du et al., 2021). Another approach finds
research artifact citations from explicit citations.
Ikoma and Matsubara (2020) attempted to identify
bibliographic information referring to linguistic re-
sources (e.g., corpus, lexicon) from reference sec-
tions. Since some research artifact citations uses
URL, identification of URLs referring to research
artifacts in scholarly papers has also been studied
(Tsunokake and Matsubara, 2021).
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Table 1: List of resource roles and resource types

Resource role Resource type description

Material Dataset corpus, image sets, etc.
Knowledge lexicon, knowledge graph, etc.
DataSource source data for the Dataset/Knowledge

Method Tool toolkit, software, system, etc.
Code codebase, library, API, etc.

Supplement Document documents on the Web (e.g., specifications, guidelines)
Paper scholarly papers
Media games, music, videos, etc.
Website other resources on the Web (e.g., services, homepages )

Mixed Mixed citations referring to multiple resources

2.3 Classification of URL Citations

With the increase in URL citations in scholarly
papers, some studies have attempted to utilize re-
sources referenced by URLs. For example, Ya-
mamoto and Takagi (2007) extracted URLs from
papers in the life science domain to develop a
system for searching online resources. Parmar
et al. (2020) extracted URLs from papers and con-
structed a portal of academic information (e.g.,
metadata about papers and authors) in the natural
language processing field. Nanba (2018) proposed
a method to extract a URL in scholarly papers and
the tag representing the URL based on their dis-
tributed representations obtained from scholarly
papers. There is a study addressing the classifica-
tion of URL citations. Zhao et al. (2019) applied
the CCA (Section 2.1) to URL citations in order
to construct search/recommendation systems and
knowledge graphs for scientific resources. They
proposed a classification method to determine the
roles of resources referenced by URLs in scholarly
papers and the authors’ purposes of URL citations
based on the citation contexts.

In this study, our goal is to generate metadata for
research data automatically. The resource roles de-
fined by Zhao et al. (2019) contain the “Material”
and “Method” roles, and we consider that cita-
tions corresponding to these labels are equivalent
to research artifact citations. Thus, research arti-
fact citations can be identified by solving this clas-
sification task. In addition, information on how
referenced resources can be used in research ac-
tivities can be obtained. URL citations are less
identifiable and more ambiguous than paper ci-
tations whose bibliographic information are reg-
ularly listed in the reference sections. Thus, it
would be meaningful for the academic community

to realize automatic analysis for URL citations.

3 Task Definition

This study addresses three classification tasks de-
termining the followings for each URL citation.

1. The role that resources play in the context of
research activities (resource role)

2. The type of resources (resource type)

3. The reason why resources were cited
(citation function)

Zhao et al. (2019) defined two levels of resource
roles consisting of general resource roles and fine-
grained resource roles. The fine-grained resource
roles can be regarded as the type of referenced
resources; thus, this study redefines them as re-
source types. Even if the same URL is cited in dis-
tinct papers, the resources that one author refers to
may differ from those referenced by other authors.
Therefore, in any of the classification tasks, it is
necessary to infer from the citation contexts. Our
target URL citations are as follows:

1. The URL is described in the body text

2. The URL is described in a footnote

3. The URL is described in the bibliographic
references, and the corresponding citation an-
chor is described in the body text

Figure 1 shows an example of each case. If the
URL is described in the footnote (case 2) or the
reference (case 3), the corresponding surrounding
sentences in the body text are the citation con-
texts. Note that Zhao et al. (2019) only targeted
the case 1 and 2. However, when citing online
resources, the resources can be cited as a refer-
ence, and the corresponding URL is described in
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Table 2: List of citation functions

Citation
function Description

Use Used in the citing paper’s research.

Produce
First produced or released by the
citing paper’s research.

Compare Compared with other resources.

Extend

Used in the citing paper’s research
but are improved, upgraded, or ch-
anged to work for other problems
in the course of the research.

Introduce
The resources or the related infor-
mation (e.g., background, applic-
ations) are introduced.

Other
The URL citation does not belong
to the above 5 categories.

the bibliographic information. It is sometimes rec-
ommended that online resources are cited as ref-
erences; thus, classifying URL citations via refer-
ence sections is required.

Table 1 presents the labels for the resource
role/type. Since each resource type determines the
role it can play, there is a correspondence between
the resource roles and resource types. While the la-
bels are based on the setting of Zhao et al. (2019),
this study applies some alterations with a view
to generating metadata for research artifacts. If
the extracted information is used for metadata, the
resource types are required to be somewhat fine-
grained. However, the only resource type corre-
sponding to “Material” (one of the resource roles)
is “Data” in the study by Zhao et al. (2019). There-
fore, this paper defines “Dataset,” “Knowledge,”
and “DataSource” as more detailed types. In ad-
dition, since this paper considers resource types
as types of cited digital objects, labels referring to
something conceptual rather than actual digital ob-
jects (e.g., “algorithm”) were dropped from the re-
source types. In some URL citations, multiple re-
sources may be referenced simultaneously. Since
the URL citation cannot be classified into a spe-
cific label in this case, “Mixed” is defined as one
of the resource roles/types. The “Mixed” label was
defined in some studies addressing citation classi-
fications to consider cases where multiple labels
are mixed (Cullars, 1990; Ge et al., 2021). Table
2 presents the labels for citation functions. This is
the same setting as in Zhao et al. (2019).

Figure 2: Architecture of our method

4 Method

Zhao et al. (2019) proposed a framework called
SciResCLF for a similar classification task. Since
there is a certain correlation between labels for
each task, they employed multi-task learning in
SciResCLF. The SciResCLF employs BERT (De-
vlin et al., 2019) as the encoder for citation con-
texts. In the SciResCLF, the citation contexts
are taken into the BERT, and the obtained em-
beddings for the “[CLS]” token are taken into a
classification layer for each task. In fine-tuning,
the model parameters are optimized based on the
weighted sum of the cross-entropy of each task.
The SciResCLF only uses citation contexts as the
input features. Based on SciResCLF, this paper
proposes a classification method using section ti-
tles as global context information, and footnote
texts used for URL citations.

Jurgens et al. (2018) demonstrated that there
was a certain relationship between where paper
citations appear in the narrative structure of a cit-
ing paper and their citation functions. In our task
as well, information about the narrative structure
may be useful. For example, scholarly papers may
tend to cite used software, code, or datasets by pro-
viding the corresponding URL in the sections de-
scribing experiments. On the other hand, URLs
described in introductory sections may tend to re-
fer to supplements related to the background (e.g.,
news, web-service). Thus, our method uses the
section titles where URL citations appear as input
features. In addition, some URL citations do not
explain the referenced resources in the body text
but explain the resources in the footnotes which
the corresponding URL are described in. There-
fore, the footnote texts used for URL citations are
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Figure 3: Ratio of each label in the created dataset

Figure 4: Examples of the created datset

expected to be an effective feature in this classifi-
cation task.

Figure 2 shows the architecture of our method.
In our method, the input for each URL citation is
created by concatenating the section title where
the citation appears, the citation context, and the
footnote sentence containing the cited URL with
“[SEP]” 6. This model is trained in a multi-task
learning framework. Thus, the model is optimized
based on cross-entropy losses about predicting the
resource roles, resource types, and citation func-
tions.

5 Experiment

5.1 Dataset

There was no dataset for the classification of URL
citations with the corresponding section titles,
footnotes, and this paper’s classification labels.
Therefore, we created an experimental dataset. We
collected the scholarly papers as the source of

6If a URL citation does not use a footnote, or a footnote
used by the URL citation only contains the URL, the second
“[SEP]” and the footnote sentence are not concatenated.

URL citations from the ACL Anthology7. The
papers were collected from the proceedings of
ACL/EMNLP/NAACL 2000–2021. We collected
a total of 15,761 papers. The PDF of each paper
was converted to text by PDFNLT-1.08(Abekawa
and Aizawa, 2016). The URLs9, footnote numbers
in the body text that refer to the footnotes, and the
citation anchors referring to bibliographic infor-
mation in the reference section were detected for
each paper. The citation anchors were detected by
regular expressions10 based on those described by
Gosangi et al. (2021). They are compatible with
both the Harvard and Vancouver referencing style.
Using the detected results, paragraphs where the
URL citations appeared were extracted as the ci-
tation contexts of the citations. We evaluated the
performance of identifying the location of URL ci-
tations using 65 randomly selected papers. As a
result, precision was 0.995 (199/200), and recall
was 0.948 (199/210).

The extracted URL citations were annotated by
an expert in the natural language processing field.
Before the annotation, a part of URL removed me-
chanically, such as URL citations whose citation
context had only a few words and the URLs at-
tached as an auxiliary to the bibliographic infor-
mation in the paper citation. The annotator was in-
structed to refer to the label definitions and exam-
ples of annotated URL citations before the work
and could refer to them anytime during the work.

The created dataset contained 2,037 URL cita-
tions from 652 papers. Figure 3 shows the distribu-
tion of labels. Although the distribution of labels
is skewed, there is a certain balance in the ratio

7https://aclanthology.org/
8https://github.com/KMCS-NII/PDFNLT-1.

0
9Strings beginning with either “http://,” “https://,” or

“ftp://” were identified as URLs.
10Details are described in the appendix.

https://aclanthology.org/
https://github.com/KMCS-NII/PDFNLT-1.0
https://github.com/KMCS-NII/PDFNLT-1.0


13

Table 3: Evaluation results for each task

Method Resource role Resource type Citation function
ACC. P. R. F1 ACC. P. R. F1 ACC. P. R. F1

Baseline 0.653 0.682 0.598 0.621 0.430 0.450 0.348 0.357 0.663 0.563 0.429 0.437
Our method †0.694 0.711 0.653 †0.670 0.459 0.452 †0.385 0.391 †0.703 0.571 0.438 0.448

Table 4: Cases where baseline failed to predict but our method correctly predicts

Inputs of our method True Prediction
Baseline Our method

Introduction [SEP] Recently, a new benchmark MRC dataset called Natural Que-
stions [CITE] (NQ) has presented a substantially greater challenge for the existing
MRC models. [SEP] NQ provides some visual examples of the data [CITE] .

Supple-
ment

Material
Supple-

ment

Data [SEP] WikiSum consist of Wikipedia articles each of which are associated
with a set of reference documents. [CITE] [SEP] We take the processed Wikip-
edia articles from [CITE] released on April 25th 2018.

Data-
Source

Know-
ledge

Data-
Source

Conclusion [SEP] We have described a dependency-based system [CITE] for se-
mantic role labeling of English in the PropBank framework. [SEP] Our system is
freely available for download at [CITE] .

Produce Use Produce

of corresponding resource types for each resource
role. For example, “Dataset,” “Knowledge,” and
“DataSource” defined by this paper correspond to
“Material,” and there is not much difference in
their ratios. In the dataset, the rate of URL cita-
tions using footnotes is 0.725, the rate of URL ci-
tations using the reference sections is 0.170, and
the rate of URL citations in the body texts is 0.105.
Figure 4 shows the examples of dataset11. Another
researcher in the natural language processing field
annotated 100 citations in the dataset as with the
original annotator. As a result, the Cohen’s kappa
of the resource roles, resource types and citation
functions were 0.644, 0.456, and 0.615, respec-
tively.

5.2 Experimental Setup
A 5-fold cross-validation was performed using the
created dataset. Randomly 20% of the dataset was
used as the development set, and the rest was used
as the training or test set by dividing it into 5 parts.
Thus, the training set contained 1,304 samples, the
development set contained 407 samples, and the
test set contained 326 samples for each split.

The SciResCLF proposed by Zhao et al. (2019)
was employed as the baseline, and both the base-
line and our method were evaluated by the 5-fold
cross-validation. Both methods used SciBERT
(Beltagy et al., 2019) as the encoder for the input
features. In our method, the section title used as
the input was the top-level heading, and the foot-

11In the same way as Zhao et al. (2019), we replaced the
citation locations and cited URLs with “[CITE].”

note text was the 1 sentence containing the URL
in the footnote used by the URL citation. The
loss function was the sum of the cross-entropy
losses for each task. The optimization function
was Adam (Kingma and Ba, 2014)12.

To assess the classification performance, both
methods were evaluated by accuracy and the
macro-averaged F1. Accuracy tends to be more
dominated by the results of frequent classes than
the F1 averaging the result of each class.

5.3 Experimental Results
Table 3 presents the average of evaluation result
for each split13. Our method outperformed the
baseline in all metrics on all tasks. Table 4
presents cases where the baseline failed to predict
but our method predicted correctly. Note that the
section titles before the first [SEP]s and the foot-
notes after the second [SEP]s were not taken into
the baseline. In the first row, the footnote indicates
that the referenced resource is not a dataset but an
example visualization as a supplemental resource.
In the second row, the footnote indicates that the
referenced resource is not a created dataset but the
source used for creation of the dataset. These foot-
notes contributed to the prediction of our method.
In the third row, using section titles and footnotes,
our model may catch a tendency that authors are

12Details are described in the appendix.
13Daggers (†) mean that there was a significant difference

between the baseline and our method by the paired t-test. The
significance level was 0.05. ACC., P., and R. are accuracy,
macro-averaged precision, and macro-averaged recall, respec-
tively.
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Table 5: Results of ablation study and additional experiment

Method Resource role Resource type Citation function
ACC. F1 ACC. F1 ACC. F1

Baseline 0.653 0.621 0.430 0.357 0.663 0.437
Our method 0.694 0.670 0.459 0.391 0.703 0.448
- w/o section title (−) 0.674 (−) 0.653 (+) 0.481 (+) 0.409 (−) 0.701 (+) 0.451
- w/o footnote † (−) 0.663 (−) 0.626 (−) 0.423 † (−) 0.348 (−) 0.688 (+) 0.457
- w/ URL (−) 0.679 (−) 0.631 (+) 0.501 † (+) 0.437 (+) 0.715 (+) 0.454

Table 6: F1-score for each label

Resource
role

F1-score Resource
type

F1-score Citation
function

F1-score
Baseline Our method Baseline Our method Baseline Our method

Material 0.659 0.680 Dataset 0.466 0.448 Use 0.715 0.751
Method 0.688 0.728 Knowledge 0.217 0.243 Produce 0.615 0.729
Supplement 0.605 0.686 DataSource 0.513 0.514 Compare 0.230 0.172
Mixed 0.532 0.585 Tool 0.494 0.533 Extend 0.029 0.000

Code 0.410 0.476 Introduce 0.671 0.667
Document 0.179 0.204 Other 0.000 0.000
Paper 0.493 0.606
Media 0.000 0.000
Website 0.343 0.348
Mixed 0.459 0.536

likely to add a URL referring to their own created
resources at the end of the paper.

5.4 Disscussion

Table 5 presents the result of an ablation study
when one of the proposed input features was ex-
cluded14. As to resource roles, excluding section
titles or footnotes from our method degraded the
classification performance, which indicates that
both features are effective. Similarly, excluding
footnotes from our method degraded the perfor-
mance in resource types, and thus using footnotes
is effective. In contrast, excluding section titles
from our method improved the performance in the
classification of resource types. In addition, “w/o
footnote”, which added only the section title to the
input features of baseline, was inferior to the base-
line. These results demonstrate that using the sec-
tion titles has a negative effect on the classification
of resource types. As to citation functions, exclud-
ing one feature from our method improved the per-
formance of the F1. However, the both F1s of “w/o

14The results of the ablation study that were lower and
higher than that of our method are marked with “(−)” and
“(+),” respectively. Daggers (†) mean that there was a signif-
icant difference compared to our method by the paired t-test.
The significance level was 0.05.

section title” and “ w/o footnote” were higher than
the baseline. Independently, each of these features
was effective in the classification of citation func-
tions; however, combining them or the ways by
which they were combined resulted in a negative
effect.

Table 6 presents the F1 for each label15 for the
baseline and our method. In the classification of re-
source roles and types, our method outperformed
the baseline for all labels except for “Dataset.”
There were some cases where our method misclas-
sified citations whose resource type was “Dataset”
as “DataSource” because the footnote included
the text “from [CITE]” (e.g., “The corpus can
be downloaded from [CITE]”). While the ratio of
“DataSource” in all predicted labels by our method
was 0.089, that for cases where the input text in-
cluded “from [CITE]” is 0.276. However, it was
effective in the second row of Table 4. In this
case, the resource type is “DataSource” because
the URL refers to not the WikiSum dataset but its
source articles. Ideally, the ability to identify the
target of the citation and infer the relationship be-
tween it and the surrounding words indicating re-
search artifacts is required.

15It is the average for splits in the cross-validation.
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Figure 5: Evaluation results for each URL citation’s
type based on how the URL are described

As described in Section 3, the URL citations are
divided into three types based on how the URLs
are described. Figure 5 shows the evaluation re-
sults for each type of URL citation. The block of
each bin shows the results of baseline, our method,
our method without section titles, and our method
without footnotes, from left to right. An overview
of Figure 5 shows that the valid features depend on
the combination of task and how to cite (i.e., the
type of the URL citation). Our method basically
outperformed the baseline when classifying URL
citations in the footnotes and the bibliographic ref-
erences; however, it tended to exhibit inferior per-
formance compared to the baseline when classify-
ing URL citations in the body. As to the classi-
fication of citation functions for URL citations in
the body texts, our method was inferior to “w/o
section title.” In addition, “w/o footnote,” which
adds section titles to the baseline, was also infe-
rior to the baseline. These results indicate that sec-
tion titles have a negative effect on the classifica-
tion of citation functions for URL citations in the
body texts. However, there is a different trend for
URL citations in footnotes and bibliographic refer-
ences, which indicates that section titles are effec-

Figure 6: Architecture of classification model using the
cited URL strings

tive in the classification of citation functions for
both types of URL citations. Different approaches
depending on tasks or types of URL citations are
required.

URL citations whose URLs are described in the
references do not use footnotes. However, in the
classification of such URL citations, “w/o section
title” feeding cited footnotes into inputs tends to
outperform the baseline using only citation con-
texts. Interestingly, training footnote texts is also
useful for some citations that do not use footnotes.

5.5 Improving Classification Performance for
Resource Types

While our method was effective for the classifica-
tion of resource types, the F1-score was lower than
that of other tasks. Thus, we extended our method
by utilizing the substrings of URLs as input fea-
ture for classification. For some cases, the type of
resources can be inferred from the domain or di-
rectory name constituting the URL. For example,
it can be inferred from “data” and “tweets,” that
the URL “http://trec.nist.gov/data/
tweets/” points to data related to tweets. Each
substring constituting the URLs can contain infor-
mation about resources on the website. In this ap-
proach, for each URL citation, the string of the
cited URL is tokenized and encoded by SciBERT.
The hidden layer corresponding to the “[CLS]” to-
ken is employed as the embedding for the entire
substring sequence. Figure 6 shows the classifica-
tion model used in this approach. The model con-
catenates the embedding of the cited URL string
and the embedding of context information in the
citing paper, and the obtained vector is used as the
input feature for the linear layer of each task.

http://trec.nist.gov/data/tweets/
http://trec.nist.gov/data/tweets/
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Table 5 presents the experimental results16 The
method utilizing the cited URLs (the row of “w/
URL”) improved the classification performance of
resource types. In addition, the classification of
citation functions was also improved.

6 Limitation

In this paper, experimental data was constructed
from one domain. Since paper styles, including
structure of sections, how to use footnotes, and
which type of URL citation the authors prefer may
differ according to the domain, constructing exper-
imental data from other domains and verifying our
method on the data remain as the future works.

This paper defined the “Mixed” label for multi-
ple resource citations. If citations are classified to
the “Mixed” label, the resource roles and types can
not be identified. Therefore, in practice, additional
classification is required. Otherwise, it can be con-
sidered to employ the multi-label classification as
with Zhang et al. (2022)’s study which applied the
multi-label formulation to the classification of ci-
tation function. In that case, it is necessary to dis-
cuss how citations using ambiguous terms as ref-
erenced resources should be regarded (e.g., “All
code and resources are available at [CITE].”).

This paper addressed the automatic classifica-
tion of URL citation to generate metadata of re-
search artifacts. It contributes to the efficient ex-
pansion of research artifact repository, enrichment
of the existing repositories, and automatic analysis
of research artifact citations. However, resources
cited by URLs tend to become unreachable within
some years (Zeng et al., 2019). To promote uti-
lization of research artifacts cited by URLs, es-
tablishing systems and platforms to preserve the
artifacts and maintaining them are also required.
As for the maintaining, the automatic predicting
the longevity of research artifacts cited by URLs
(Acuna et al., 2022) might be useful.

7 Conclusion

This paper addressed the classification task of
identifying the resource role, resource type, and
citation function, for each URL citation in schol-
arly papers. This paper proposed the classifica-
tion method using not only citation contexts but
also section titles and footnote texts as input fea-

16If there was a significant difference compared to our
method by the paired t-test, daggers (†) are assigned. The
significance level was 0.05.

tures. Our method was evaluated experimentally
and the results demonstrated the effectiveness of
our method on all tasks. However, the effective
features differ depending on the task and how the
URL is cited. When classifying resource types, an
approach that obtains and uses an embedding for
the URL string used for the citation was effective.
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A Supplement for Creating Dataset

Citation anchors in scholarly papers were detected
by regular expressions based on those used by
Gosangi et al. (2021). The following code shows
the regular expressions for the Harvard referenc-
ing style, which was implemented by Python.

AUTHOR_NAME = r"([A-Z][\w\-’]*?)"
ETAL = "(et ?als?\.?)"
AUTHOR_SECTION = AUTHOR_NAME +

r"(?: (?:(?:and|&) (?:de )?" +
AUTHOR_NAME + ’|’ + ETAL + ’))?’

YEAR = r"((?:18|19|20)[0-9]{2}[a-z]?)"
PAGE = r"(?:, (?:pages|pp?\.?) \d+(?:-\d+)?)"
YP = f"{YEAR}{PAGE}?"

LEFT_BRACKET = r"[\(\[]"
RIGHT_BRACKET = r"[\)\]]"

CITET = f"{AUTHOR_SECTION} {LEFT_BRACKET}{YP}
{RIGHT_BRACKET}"

CITEP_SINGLE = f"{LEFT_BRACKET}{AUTHOR_SECTION}
, {YP}{RIGHT_BRACKET}"

CITEP_MULTI_BEGIN = f"{LEFT_BRACKET}{AUTHOR_SECTION}
, {YP};"

CITEP_MULTI_INSIDE = f"(?<=; ){AUTHOR_SECTION}
, {YP};"

CITEP_MULTI_END = f"(?<=; ){AUTHOR_SECTION}
, {YP}{RIGHT_BRACKET}"

CITATION_ANCHOR = f"(?:{CITET}|{CITEP_SINGLE}|
{CITEP_MULTI_BEGIN}|
{CITEP_MULTI_INSIDE}|
{CITEP_MULTI_END})"

In addition, the following code is for the Van-
couver referencing style.
NUMBER = r"(?:([1-9]\d*)(?:(-[1-9]\d*))?)"
CITATION = f"\\[{NUMBER}(?:, ?{NUMBER})*?\\]"

The annotation environment was implemented
by Doccano (Nakayama et al., 2018).

B Experimental Setup

In the experiment, the following procedure was
performed in each split of the 5-fold cross-
validation. For each candidate of hyperparameters,
the classification model was trained for up to 50
epochs. Note that training was terminated if the
minimum loss for the development set could not
be updated within 10 epochs. Then, for each clas-
sification task, the trained model with the best clas-
sification performance17 for the development set
was applied to the test set to evaluate the method.
In this evaluation, accuracy (i.e, micro-averaged
F1) and macro-averaged F1 were computed from
the classification results obtained on the test set in
each split.

The following hyperparameters were verified in
the experiment.

• Batch size: 16, 32, 64

• Learning rate: 1.0e-4, 5.0e-5, 1.0e-5, 5.0e-6
17macro-averaged F1-score

• Scope of citation contexts18: 1 sentence, 3
sentences (citing sentence and 1 sentence be-
fore and after the citing sentence), 5 sen-
tences (citing sentence and 2 sentences be-
fore and after the citing sentence)

• Dropout rates: 0.0, 0.3, 0.6

• Maximum sequence length of inputs: 256

The weight of each task in the loss was set equally
at 1.0.

In addition, scikit-learn19 (Pedregosa et al.,
2011), PyTorch20 (Paszke et al., 2019), and Hug-
ging Face’s transformers library21 (Wolf et al.,
2020) were used to implement the experiment.
Sentence segmentation was performed by Scis-
paCy22 (Neumann et al., 2019).

18A paragraph is one of the semantic units. Therefore, in
this study, the scope of the citation context was limited to
the paragraph containing the URL citation even when the em-
ployed scope included sentences before and after the citing
sentence.

19https://scikit-learn.org/stable/
20https://pytorch.org/docs/1.8.1/
21https://github.com/huggingface/

transformer
22https://github.com/allenai/scispacy
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