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Abstract

In this paper, we describe our TMU English–
Japanese systems submitted to the restricted
translation task at WAT 2022 (Nakazawa et al.,
2022). In this task, we translate an input sen-
tence with the constraint that certain words or
phrases (called restricted target vocabularies
(RTVs)) should be contained in the output sen-
tence. To satisfy this constraint, we address
this task using a combination of two techniques.
One is lexical-constraint-aware neural machine
translation (LeCA) (Chen et al., 2020), which
is a method of adding RTVs at the end of in-
put sentences. The other is multi-source Lev-
enshtein transformer (MSLevT) (Wan et al.,
2020), which is a non-autoregressive method
for automatic post-editing. Our system gener-
ates translations in two steps. First, we gener-
ate the translation using LeCA. Subsequently,
we filter the sentences that do not satisfy the
constraints and post-edit them with MSLevT.
Our experimental results reveal that 100% of
the RTVs can be included in the generated sen-
tences while maintaining the translation quality
of the LeCA model on both English to Japanese
(En→Ja) and Japanese to English (Ja→En)
tasks. Furthermore, the method used in pre-
vious studies requires an increase in the beam
size to satisfy the constraints, which is compu-
tationally expensive. In contrast, the proposed
method does not require a similar increase and
can generate translations faster.

1 Introduction

We participated in the restricted translation task
at WAT 2022. In this task, we were given pairs
of an input sentence and a list of restricted target
vocabularies (RTVs), wherein words or phrases are
stored in a random order. Next, we were asked to
generate a translated sentence for the input sentence
that contained all the RTVs in the corresponding
list. This setting is intended for cases where a user
wishes to translate technical terms or proper nouns
consistently by specifying these words in advance.

Previous studies have shown that neural machine
translation (NMT) models (Sutskever et al., 2014;
Bahdanau et al., 2015; Vaswani et al., 2017) ex-
hibit high translation performance in machine trans-
lation. Additionally, studies to control output in
NMT under terminological constraints have been
conducted (Hasler et al., 2018; Dinu et al., 2019;
Chen et al., 2020; Song et al., 2020). However,
several of these studies were set up to be available
a bilingual dictionary rather than only the desired
words to output.

In the previous year, the first shared task of
restricted translation was performed, for which
Chousa and Morishita (2021) achieved the high-
est score (Nakazawa et al., 2021). Their proposed
method combines a “soft” method (which does not
ensure constraint satisfaction using data augmen-
tation (Chen et al., 2020)) and a “hard” method
(which ensures constraint word satisfaction using
grid beam search (Hokamp and Liu, 2017; Post and
Vilar, 2018)). Their results revealed that certain
constraint terms could be satisfied with only soft
methods. We speculated whether the constraints
could be satisfied by correcting those that were not
satisfied by automatic post-editing.

In this study, we tackled this task in two gen-
eration steps. First, we generated the transla-
tion by a soft method (lexical-constraint-aware
NMT (LeCA)). Next, we filtered the sentences
that did not satisfy the constraints and post-edited
those with multi-source Levenshtein transformer
(MSLevT) (Wan et al., 2020). In general, hard
methods employs a computationally expensive
decoding algorithm compared with conventional
beam search. We adopted MSLevT, an efficient
non-autoregressive model, as the automatic post-
editting from the perspective of computational com-
plexity. In addition, while performing post-editing
in MSLevT, RTVs were provided as initial values.
Subsequently, the sentences were generated with re-
peated modifications according to the Levenshtein
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transformer process. The restriction of delete and
insert operations to RTVs ensured that RTVs would
appear in the output in the order provided as the
initial value. Consequently, we had to determine
the order of the RTVs in advance. We used the
cosine similarity of the embedding of each word
in LeCA’s generated text and RTVs, which were
obtained using fasttext (Bojanowski et al., 2017),
to determine the order of the RTVs.

We submitted the system outputs to the En→Ja
task and Ja→En tasks. We successfully included
100% of the constraint words in the system’s out-
put without significantly compromising the BLEU
score of the LeCA model. We confirmed the ef-
fectiveness of the proposed method in reordering
constraint words by calculating Spearman’s rank
correlation coefficient for the reordered constraint
words and the constraint words in the reference.

2 System Overview

First, we used a baseline model called lexical-
constraint-aware NMT (Chen et al., 2020), for
translation that considers constraint words. How-
ever, because this method did not ensure that con-
straint words would appear in the generated text, au-
tomatic post-processing correction was performed
on the sentences that failed to satisfy the constraints
in the LeCA output to ensure that the constraints
were satisfied. The automatic correction was per-
formed by reordering the RTVs using fasttext (Bo-
janowski et al., 2017) and then, using MSLevT
(Wan et al., 2020).

2.1 Lexical-Constraint-Aware NMT

The LeCA model is designed to induce the model
to include pre-specified words in the generated sen-
tences by data augmentation. In particular, the
RTVs are concatenated at the end of the input sen-
tence, thus ensuring that LeCA obtains the source
sentence and RTVs simultaneously before the de-
coding step and is expected to be able to start de-
coding, taking into account constraint words. Fur-
thermore, LeCA employs a pointer network, which
is expected to copy the constraint words concate-
nated in the input sentence at the appropriate places
while generating the translation.

2.2 Sorting RTV with fasttext

Synonyms of the constraint words and those close
to the surface form of the constraint words tended
to appear in the output of LeCA when the constraint

En Ja

0.664 0.718

Table 1: Evaluation of the proposed RTV-sorting
method by Spearman’s rank correlation coefficient be-
tween the order of sorted RTVs and that of references.

words were not included in the output. Therefore,
we addressed the reordering of the constraint words
under the assumption that the words corresponding
to the constraint words are included in the output
of LeCA.

We adopted the following steps to align each
RTV with a word in the LeCA outputs.

1. We obtained word embeddings of each word
(both RTV and LeCA output) via fasttext.

2. If the RTV is a phrase consisting of multiple
words, its embedding is the average of the
embeddings of each word that constitutes the
RTV. Assuming that the number of words in
the output range of LeCA corresponding to an
RTV is equal to the number of words in the
RTV, the embedding of the output words of
LeCA is summarized by taking the average
over the n-gram of the number of words in the
RTV. We call the n-gram “word block” and
regard the first word in the word block as the
representative word.

3. Cosine similarity ranking is considered for the
RTV and all the word blocks.

4. Essentially, the RTV is considered to cor-
respond to the word block with the high-
est ranking. However, if the corresponding
word block (representative word) overlaps
with other RTVs, the one with a higher co-
sine similarity is assigned priority. The RTV
discarded here is considered to correspond to
the next highest ranking word block.

Note that in a few cases, the number of output
words of LeCA was smaller than the total number
of words of RTVs. In such cases, the RTV was
reordered randomly. 1

Table 1 lists the Spearman’s rank correlation
coefficients. There were calculated from the RTV
order when the proposed method used, and the RTV
order that appeared in the reference in the entire

1In our experiments, we observed only one case in the
Ja→En validation data set.
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Figure 1: Decoder of Levenshtein transformers. The de-
coder repeats deletion, insertion, and replacement until
the sentence is complete. This figure shows an exam-
ple given three RTVs. The colored characters represent
these. The generated Japanese sentence means “And, it
was confirmed to enable also to detect change of flow
rate and volume.”, corresponding to “流速”, “流量”,
and “体積” for “flow rate”, “volume”, and “detection”,
respectively.

test set. A positive correlation was observed, thus
verifying the effectiveness of the proposed method.

2.3 Automatic Post-Editing by multi-source
Levenshtein transformer

MSLevT has two encoders: one encoder is fed with
the source sentence and the other with the output
of the LeCA. Tebbifakhr et al. (2018) contends that
in the APE task, a better representation of attention
can be obtained by concatenating the outputs of
two such encoders and subsequently passing them
as an attention key.

Moreover, the decoder is provided with RTVs in
parallel as initial values, and it operates similar to
a Levenshtein transformer (Gu et al., 2019) (See
Figure 1). The Levenshtein transformer generates
sentences by repeating three phases, namely delete
tokens, insert placeholders, and replace placehold-
ers with new tokens, until the generated sentences
stop varying or the number of iterations attains a
pre-defined max-iteration. In the task setting in this
study, both the deletion of RTVs given in the initial
step and insertion of placeholders into the RTVs
are undesirable. Therefore, we designed the model
to prohibit these operations while generating the
outputs.

2.4 Post-processing

We performed post-processing because the output
of the model needed to be matched with that of
the reference for submission. In particular, English
words, certain symbols, and spaces in the Japanese
text were normalized to full-width characters. In
addition, in some cases, the model failed to recog-
nize out-of-vocabulary characters in the constraint
words that were not included in the training data
and output special tokens. For these cases, we re-
placed the spans of constraint words that contained
special tokens with constraint words.

3 Experimental Setup

3.1 Dataset

We used the provided ASPEC (Nakazawa et al.,
2016) dataset. This dataset contains three million
parallel sentences as training data; 1,790 parallel
sentences as validation data; and 1,812 parallel sen-
tences as test data. ASPEC training sentences are
ordered by sentence alignment scores. Therefore,
the sentences at the end are considered relatively
noisy data. Morishita et al. (2017) reported that
the translation quality of training with the original
three million corpus is less than that of training
with only the first two million sentences. There-
fore, we used only the first two million sentences
as training data.

Referring to Chousa and Morishita (2021) and
Morishita et al. (2019), we tokenized both Japanese
and English sentences using MeCab (Kudo et al.,
2004) with the mecab-ipadic-NEologd 2 dic-
tionary and mosestokenizer 3, respectively.
Next we split these into subwords using senten-
cepiece (Kudo and Richardson, 2018), where the
vocabulary size was set to 4,000.

3.2 Evaluation

Based on the official evaluation, we evaluated the
outputs of our system using two metrics: the BLEU
score (Papineni et al., 2002) and consistency score.

BLEU score. The BLEU score is calculated
based on the n-gram matching rate between hy-
pothesis and reference. We calculated it by
SACREBLEU (Post, 2018).

2https://github.com/neologd/
mecab-ipadic-neologd

3https://pypi.org/project/
mosestokenizer/

https://github.com/neologd/mecab-ipadic-neologd
https://github.com/neologd/mecab-ipadic-neologd
https://pypi.org/project/mosestokenizer/
https://pypi.org/project/mosestokenizer/
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En→Ja Ja→En

BLEU RIBES AMFM BLEU RIBES AMFM

LeCA 51.3 0.873 0.800 39.3 0.796 0.653
LeCA + MSLevT 49.6 0.869 0.786 39.5 0.800 0.641
LeCA + MSLevT (dist→org) 49.9 0.870 0.786 39.6 0.800 0.638
LeCA + MSLevT (dist+org) 50.0 0.869 0.789 39.6 0.799 0.640

LeCA (× 5 ensemble) + MSLevT (dist+org) 52.2 0.877 0.789 41.3 0.808 0.654

Table 2: Results of the official score. Herein, “dist→org” implies that the model is pretrained with distilled data
for ten steps and then finetuned by original data; and “dist+org” implies that the model is trained with mixed data
consisting of distilled and original data.

En→Ja Ja→En

FS AS FS AS

LeCA 37.6 4.24 23.0 4.22
LeCA + MSLevT (dist+org) 50.5 4.19 38.1 4.14

LeCA (× 5 ensemble) + MSLevT (dist+org) 52.7 4.18 40.8 4.31

Table 3: Results of human evaluation. Herein, FS denotes final score; and AS denotes adequacy scores on a 5-point
scale.

Consistency score. The consistency score is the
percentage of sentences in the test corpus that could
be translated by including the given RTVs in the
output. Whether or not an RTV is included in a
sentence is determined by an exact match. While
evaluating English sentences, we lowercased hy-
potheses and references, and performed character-
based sequence matching (including white spaces).

Final score. For the final ranking, the score was
calculated by combining the BLEU and consis-
tency scores. In particular, the BLEU score was
calculated with only the exact match sentences.
Essentially, translations that did not satisfy the con-
straints were replaced to empty the string before
measuring the BLEU score.

3.3 Model

LeCA. We used the Transformer big model. The
implementation was based on that of Chen et al.
(2020). The hyperparameters were based on the
previous work of Chousa and Morishita (2021),
with a learning rate of 0.001, max-token of 4,000,
mini-batch size of 512,000 tokens, and the Adam
optimizer.

fasttext. We used fasttext, which is available as a
Python module. 4 Fasttext was learned from scratch

4https://fasttext.cc/docs/en/
python-module.html

using three million sentences of training data for
Japanese and English.

multi-source LevT. We used an almost identical
model and hyperparameters used in the previous
study of Wan et al. (2020). However, their imple-
mentation could adversely affect the RTV when
LevT performs delete and insert operations. There-
fore, we modified the implementation to prohibit
delete and insert operations on the RTV, referring
to the implementation of Susanto et al. (2020).

In general, non-autoregressive models are known
to improve the BLEU score by performing knowl-
edge distillation (Gu et al., 2018; Zhou et al., 2020).
Therefore, we prepared distilled data (which is
LeCA’s output as reference) for the training step.
We used distilled data in two strategies, as follows.
One is wherein the model is pretrained on the dis-
tilled data for ten steps and then finetuned by the
original data. The other is wherein the model is
trained with mixed data consisting of the distilled
and original data.

4 Results

4.1 Official Evaluation

Official score Table 2 lists the official BLEU,
RIBES (Isozaki et al., 2010), and AMFM (Banchs
et al., 2015) scores, calculated in the evaluation
server for our submissions. The results revealed

https://fasttext.cc/docs/en/python-module.html
https://fasttext.cc/docs/en/python-module.html
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En→Ja Ja→En

Model BLEU CS FS BLEU CS FS

LeCA 52.0 0.805 36.0 39.0 0.719 19.6
MSLevT 35.8 1.000 35.8 32.6 1.000 32.6
MSLevT (dist→org) 37.5 1.000 37.5 32.2 1.000 32.2
MSLevT (dist + org) 44.4 1.000 44.4 39.4 1.000 39.4
LeCA + MSLevT 50.1 1.000 50.1 39.3 1.000 39.3
LeCA + MSLevT (dist + org) 50.5 1.000 50.5 39.3 1.000 39.3

Table 4: Results of our evaluation. Herein, “dist→org” implies that the model is pretrained on the distilled data
for ten steps and then, finetuned by the original data; “dist+org” implies that the model is trained with mixed data
consisting of the distilled and original data; and CS and FS denote consistency score and final score, respectively.

En→Ja Ja→En

beam size sec/sent ratio sec/sent ratio

LeCA
5 0.094 ×1.00 0.099 ×1.00
30 0.221 ×2.35 0.228 ×2.30

LeCA + MSLevT (proposed) 5 0.115 ×1.22 0.126 ×1.27

Table 5: Inference time on GPU.

that LeCA’s scores were higher than those of
LeCA+MSLevT. However, LeCA’s output did not
include 100% constraints. The use of distilled data
for training MSLevT tended to be marginally more
effective. The reason for the marginal improve-
ment in scores may be that few sentences required
automatic post-processing in MSLevT.

Human Evaluation Table 3 lists the human eval-
uation and official final scores (Nakazawa et al.,
2022). Human evaluation performed adequacy
scores on a 5-point scale by the WAT organization.
Our proposed method has higher Final Scores 5

because it reliably includes RTVs in the output, but
the adequacy of the human evaluation tends to be
marginally lower.

4.2 Our Evaluation

Table 4 lists the scores obtained in our evaluation.

English to Japanese Although LeCA achieved
the highest BLEU score, the consistency score was
0.805, and the final score was significantly lower
by 16.0. In contrast, “MSLevT” (which is the result
of passing the LeCA’s output through MSLevT) ex-
hibited a significant decrease in BLEU, although

5The evaluation by the organizer in the ja-en test set
showed that consistency score did not reach 100%. We found
that this was due to the inclusion of escape sequences in 39
sentences at submission.

all the RTVs could be output. However, our pro-
posed combined approach (“LeCA + MSLevT”)
maintained BLEU scores comparable to those of
LeCA and the consistency score was 1.000.

With regard to the effectiveness of the distillation
data for MSLevT, training the model with mixed
data consisting of the distilled and original data
is the most effective approach for improving the
BLEU score. However, MSLevT’s improvement
by distilled data had a negligible impact on “LeCA
+ MSLevT” (by 0.4 points). The likely cause of
this is that the revision of only the 20% texts by
MSLevT is not influenced by the presence or ab-
sence of distilled data. An analysis of this aspect is
for future work.

Japanese to English Although LeCA achieved
a BLEU score of 39.0, the consistency score was
0.719, and the final score was significantly lower
by 19.4. In contrast, “MSLevT” exhibited a de-
crease in BLEU, although all the RTVs could be
output. However, our proposed combined approach
(“LeCA + MSLevT”) maintained BLEU scores
comparable to those of LeCA and the consistency
score was 1.000 (similar to En→Ja).

Moreover, the effectiveness of the distillation
data for MSLevT exhibited a trend similar to that
of En→Ja. However, the BLEU score of “MSLevT”
was higher than those of “LeCA” and “LeCA +
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MSLevT (dist + org).” This implies that for English
texts, applying all the LeCA outputs to MSLevT is
more effective compared with being selective.

4.3 Inference Time

In the previous study by Chousa and Morishita
(2021), the authors used grid beam search to gen-
erate translations. However, they reported that the
method generated repetitions when the beam size
was small and could not generate all the constraint
words. Therefore, they performed a preliminary
experiment and determined the beam size as 30
to generate a translation that included all the con-
straint words. However, larger beam sizes require
more inference time. In contrast, our method can
satisfy the RTVs without increasing the beam size.

Table 5 lists the time required for inference by
LeCA with beam sizes of 5 and 30, and that by the
proposed method with 5. The experiments verified
that the time required to generate the translations
by the proposed method was significantly shorter
than that by LeCA with a beam size of 30.

5 Related Work

NMT with terminology constraints have been stud-
ied widely. In particular, the Machine Trans-
lation using Terminologies task in WMT2021
(Akhbardeh et al., 2021) had a setting that was
highly similar to that in this study. Unlike this
study, WMT’s task provided terminology dictionar-
ies. Consequently, such setting-specific approaches
were observed. For example, Wang et al. (2021)
employed a method of replacing words in the input
sentence that corresponded to constrained source
words with the constrained target words. Further-
more, Ailem et al. (2021) used a selective constraint
word selection method during training based on dic-
tionaries.

Bergmanis and Pinnis (2021) worked on a simi-
lar task in a setting that was marginally looser than
that in this study. They differed from the other
studies in that they focused on word conjugation
as well, although their approach was to replace
the constraining words in the input sentence with
words from the target side. They added a process of
lemmatizing the words to be replaced on the target
side to ensure that the model could flexibly learn
conjugations.

In the previous year, Chousa and Morishita
(2021) achieved the highest score in the restricted
translation task in WAT2021 (Nakazawa et al.,

2021). Their proposed method combines LeCA
and grid beam search (Hokamp and Liu, 2017; Post
and Vilar, 2018). Although grid beam search can
consistently output constraint words, it incurs high
computational cost and is known to adversely affect
translation accuracy if a sufficient beam width is
not adopted. Chousa and Morishita (2021) demon-
strated that this problem can be mitigated by com-
bining grid beam search with LeCA.

6 Conclusion

We introduced an automatic post-editing approach
for the restricted translation task of WAT 2022.
In our experiments, 100% of the RTVs could be
included in the generated sentences while maintain-
ing the translation quality of LeCA. Furthermore,
our method does not require any preliminary exper-
iments to determine the beam size and can gener-
ate translations faster while satisfying constraints
compared with existing methods using grid beam
search.
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