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Abstract
Translation entails more than simply translat-
ing words from one language to another. It
is vitally essential for effective cross-cultural
communication, thus making good translation
systems an important requirement. We de-
scribe our systems in this paper, which were
submitted to the WAT 2022 translation shared
tasks. As part of the Multi-modal translation
tasks’ text-only translation sub-tasks, we sub-
mitted three Neural Machine Translation sys-
tems based on Transformer models for English
to Malayalam, English to Bengali, and English
to Hindi text translation. We found significant
results on the leaderboard for English-Indic
(en-xx) systems utilizing BLEU and RIBES
scores as comparative metrics in our studies.
For the respective translations of English to
Malayalam, Bengali, and Hindi, we obtained
BLEU scores of 19.50, 32.90, and 41.80 for
the challenge subset and 30.60, 39.80, and
42.90 on the benchmark evaluation subset
data.

1 Introduction

The initial approach used in machine translation
was rule-based. RBMT (Rule-Based Machine
Translation) models use linguistic information
about both the source and the target language to
generate the translation. Platforms such as Aper-
tium 1 use this approach. Eventually, SMT (Sta-
tistical Machine Translation) models came about,
which did not use a predefined set of rules but in-
ferred the rules by analyzing the given text (Koehn
and Senellart, 2010). While SMT-based models
provide more natural translations, RBMT systems
provide translations that are truer to the original
text (Forcada et al., 2011).

Machine translation (MT) systems have strug-
gled with ambiguity in the source language while

1https://github.com/apertium

translating text, among other challenges. With
the advent of deep learning techniques, neural net-
works are being used for machine translation tasks.
Neural machine translation (NMT) models use mas-
sive amounts of training data and computational
power to correctly identify the importance of the
portion of the text data to generate the output text
(Popel et al., 2020).

Recent advances in neural machine translation
have focused on translating a source language into
a specific target language. For this job, several
approaches have been offered. Early NMT archi-
tectures used a fixed length approach to generate
variable length outputs. The source text’s length
was fixed, irrespective of the length of the text.
Models such as RCTM (Kalchbrenner and Blun-
som, 2013) and RNNEncdec (Cho et al., 2014) use
this approach. Eventually, newer architectures be-
gan using a variable length representation for the
input text. GNMT (Wu et al., 2016) and ByteNet
(Kalchbrenner et al., 2016) are architectures that
use layered neural networks for translation (Tan
et al., 2020).

In this paper, we describe our NMT systems,
which were submitted to the translation shared
tasks at WAT 2022 (Nakazawa et al., 2022) .

2 Related Work

The majority of NMT research has focused on us-
ing monolingual data or parallel data that includes
other language pairs. NMT systems have consis-
tently outperformed conventional machine trans-
lation methods such as rule-based and statistical-
based approaches. NMT models typically operate
with a fixed vocabulary; however, the translation is
an open-vocabulary problem. Several approaches
have been proposed to resolve this issue. Byte-Pair-
Encoding (BPE) (Sennrich et al., 2015) enables
NMT model translation on open vocabulary by en-

https://github.com/apertium
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Table 1: Sample translations generated by our systems for the given English inputs.

coding rare and unknown words as a sequence of
subword units.

NMT models typically employ the conventional
sequence-to-sequence learning architecture, made
up of an encoder and a decoder. In encoder-decoder
mechanisms, words are translated into word em-
beddings in the encoder and then transferred to
the decoder, which generates the following word
in the translation using an attention mechanism,
encoder representations, and preceding words. Sev-
eral methodologies based on deep neural networks
have been proposed, such as Recurrent Neural Net-
works (Cho et al., 2014), LSTM (Sutskever et al.,
2014), Convolutional Neural Networks (Gehring
et al., 2017), and Transformers (Vaswani et al.,
2017), which can serve as encoders and decoders.
Several approaches have been explored for machine
translation in Malayalam, Bengali and Hindi.

2.1 Malayalam

Malayalam is a Dravidian language primarily spo-
ken in southern India. It is a low resource lan-
guage with very few usable resources for the pur-
pose of training NMT models (Premjith et al.,
2019). A rule-based approach for English to Malay-
alam translations has been proposed by Rajan et al.
(2009). A modified rule-based approach using an
SMT system was introduced by Rahul et al. (2009).
There is little work in English to Malayalam trans-
lation systems that are based on deep neural net-
works, an example being the Google NMT system
(Johnson et al., 2017).

2.2 Bengali

Bengali is the world’s seventh most widely spo-
ken language, however, it has received less fo-
cus in NMT work due to a lack of resources and
poor corpus quality. Attempts to bridge this gap,
specifically with regard to machine translation have
been made by proposing new corpora (Hasan et al.,
2020) and the use of attention-based techniques
(Dabre et al. (2021), Abujar et al. (2021)) for im-
proving upon existing systems.

2.3 Hindi
There has been a lot of focus given to the Hindi
language in NMT literature in recent years,
with the availability of good quality corpora
(Kunchukuttan et al. (2017), Bojar et al. (2014))
thus enabling the development of effective NMT
systems.

The recent development of Multilingual Models
((Dabre et al. (2021), Kakwani et al. (2020)) pri-
marily focused on Indic languages has helped gain
traction in the research community for MT.

3 Methodology

3.1 Data Description and Preprocessing
We use the datasets provided in the WAT 2022
shared tasks for our experiments. The datasets
of all the three languages comprise 28,929, 997,
and 1,595 English-Indic language sentence pairs
for the training, dev, and eval subsets respectively,
along with their corresponding images. We train
and fine-tune the models using this data. The chal-
lenge subset additionally comprises 1,400 similar
instances. The Malayalam and Bengali datasets are
an extension to the HindiVisualGenome dataset,
thus all three sets have the same set of sentence
pairs while supporting their respective language.
The language pair (English-Bengali) is running for
the first time as a shared task.

We perform Normalisation, which minimizes
the number of unique tokens in the text, and use
the SentencePiece 2 tokenizer while utilizing the
Byte-Pair-Encoding (BPE) (Sennrich et al., 2015)
technique on the words present in a sentence.

3.2 Models and Training
We trained models using cutting-edge transformer-
based neural machine translation (NMT). The ar-
chitecture is based on a standard transformer archi-
tecture with 6 self-attentive layers in both the en-
coder and decoder networks, each with 8 attention

2https://github.com/google/
sentencepiece

https://github.com/google/sentencepiece
https://github.com/google/sentencepiece
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Team en–ml en–bn en–hi
BLEU RIBES BLEU RIBES BLEU RIBES

nlp_novices (ours) 19.50 0.536689 32.90 0.706596 41.80 0.812483
Team 1 14.60 0.392158 22.60 0.605676 29.60 0.728801
Team 2 12.98 0.378045 22.50 0.614267 30.72 0.736262
Team 3 – – 26.70 0.680655 37.20 0.770640

Table 2: Details of official submission results on the challenge subset of data for en–ml, en–bn and en–hi translation
systems.

Team en–ml en–bn en–hi
BLEU RIBES BLEU RIBES BLEU RIBES

nlp_novices (ours) 30.60 0.643987 39.80 0.745190 42.90 0.816564
Team 1 30.80 0.589471 41.00 0.767212 36.20 0.785673
Team 2 30.49 0.580807 40.90 0.758246 39.78 0.776892
Team 3 – – 40.90 0.752543 37.01 0.795302

Table 3: Details of official submission results on the evaluation subset of data for en–ml, en–bn and en–hi transla-
tion systems.

heads per layer. For all our experiments, we use
transformer models that follow the strategy imple-
mented in OPUS MT (Tiedemann and Thottingal,
2020), which utilizes the Marian-NMT (Junczys-
Dowmunt et al., 2018) toolkit and finetune them on
the data provided for the shared tasks.

We obtained optimal performance on the
English-Malayalam and English-Hindi translation
tasks using en-ml 3 and en-hi 4 bilingual NMT
models respectively. For the English-Bengali trans-
lation task, we achieved competent results using a
multilingual NMT model 5.

The experiments were conducted in a Linux envi-
ronment using an NVIDIA Tesla P100 GPU accel-
erator with 16 GB RAM and CUDA 11.2 installed.
We train three separate MT models for the three
indic languages in our experiments. The models
utilize the AdamW (Loshchilov and Hutter, 2017)
optimizer for optimization of model parameters
with 0.00002 as the initial learning rate.

We observed varied results based on the num-
ber of epochs of training for each Indic language
we translate to. We train the English to Hindi, En-
glish to Malayalam, and English to Bengali NMT
models for 30, 20, and 25 epochs respectively after

3https://github.com/Helsinki-NLP/
OPUS-MT-train/tree/master/models/en-ml

4https://github.com/Helsinki-NLP/
Tatoeba-Challenge/tree/master/models/
eng-hin

5https://github.com/Helsinki-NLP/
Tatoeba-Challenge/tree/master/models/
eng-mul

observing optimal performance for the respective
systems.

4 Results

The metrics used to evaluate the translations were
the Bilingual Evaluation Understudy (BLEU) (Pap-
ineni et al., 2002) and Rank-based Intuitive Bilin-
gual Evaluation Score (RIBES) (Isozaki et al.,
2010) metrics. Table 2 and 3 contain the BLEU and
RIBES scores6 obtained in each translation task,
i.e. English to Malayalam, English to Bengali and
English to Hindi on the challenge subset and the
evaluation subset. For the English to Malayalam,
English to Bengali and English to Hindi translation
tasks, we were able to achieve BLEU scores of
19.50, 32.90 and 41.80 respectively (on the chal-
lenge subset), as reported in Table 2. As seen in
Table 3, for the evaluation set, BLEU scores of
30.60, 39.80 and 42.90 were achieved for each
translation task.

We have provided a comparative analysis be-
tween the effects of using fine-tuned pre-trained
models and models trained from scratch. The op-
timal results on the leaderboard were obtained us-
ing the fine-tuned models. Table 4 depicts the dif-
ference in performance of the models with and
without pre-training under similar training meth-
ods. To obtain comparable results using non pre-
trained models, additional training and data re-
sources would be required.

6http://lotus.kuee.kyoto-u.ac.jp/WAT/
evaluation/index.html

https://github.com/Helsinki-NLP/OPUS-MT-train/tree/master/models/en-ml
https://github.com/Helsinki-NLP/OPUS-MT-train/tree/master/models/en-ml
https://github.com/Helsinki-NLP/Tatoeba-Challenge/tree/master/models/eng-hin
https://github.com/Helsinki-NLP/Tatoeba-Challenge/tree/master/models/eng-hin
https://github.com/Helsinki-NLP/Tatoeba-Challenge/tree/master/models/eng-hin
https://github.com/Helsinki-NLP/Tatoeba-Challenge/tree/master/models/eng-mul
https://github.com/Helsinki-NLP/Tatoeba-Challenge/tree/master/models/eng-mul
https://github.com/Helsinki-NLP/Tatoeba-Challenge/tree/master/models/eng-mul
http://lotus.kuee.kyoto-u.ac.jp/WAT/evaluation/index.html 
http://lotus.kuee.kyoto-u.ac.jp/WAT/evaluation/index.html 
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Language Pair With pre-training Without pre-training
Test Challenge Test Challenge

en-ml 30.60 19.50 0.65342 0.21455
en-bn 39.80 32.90 0.00057 0.14980
en-hi 42.90 41.80 2.03818 0.92631

Table 4: Effect of using pre-trained models on the performance by comparative analysis using BLEU scores.

The disparity between the performance with re-
spect to the challenge set and the evaluation set
(reported in Table 2 and 3) can be attributed to the
following reasons:

• Firstly, the challenge set had 1232 unique En-
glish words (ignoring stopwords), while the
evaluation set had 1256; the number of com-
mon words between the two of them being
only 552.

• Additionally, the number of intersecting terms
(ignoring stopwords) between the train set +
the challenge set and the train set + the evalu-
ation set is 976 and 1109 respectively.

The above reasons may explain the ambiguity
that arises when it comes to the translation of some
unique words.

Table 1 illustrates sample translations of three
common English sentences taken from the shared
task data. The table reports translations of the given
English inputs in Malayalam, Bengali, and Hindi.

5 Conclusion

In this paper, we discuss the submissions made to
three tasks at WAT 2022: Neural Machine Trans-
lation Systems for Indic Languages. We partici-
pated in the text-only subtask of the multimodal
translation tasks of English to Malayalam, English
to Bengali, and English to Hindi translations. In
the future, we would like to experiment with mul-
timodal MT models and incorporate multimodal
aspects for the facilitation of better translation sys-
tems.
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