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Abstract
This paper describes the contribution of team
PHG to the WASSA 2022 shared task on Em-
pathy Prediction and Emotion Classification.
The broad goal of this task was to model an
empathy score, a distress score, and the type
of emotion associated with the person who had
reacted to the essay written in response to a
newspaper article. We have used the RoBERTa
model for training, and on top of it, five lay-
ers are added to finetune the transformer. We
also use a few machine learning techniques to
augment and upsample the data. Our system
achieves a Pearson Correlation Coefficient of
0.488 on Task 1 (Average of Empathy - 0.470
and Distress - 0.506) and Macro F1-score of
0.531 on Task 2.

1 Introduction

Empathy and Distress are quite important regard-
ing human health. Emotion classification in natural
languages has been studied for over two decades,
and many applications successfully used emotion
as their principal component. Empathy utterances
can be emotional. Therefore, examining emotion
in text-based empathy has a significant impact on
predicting empathy. Empathic concern and per-
sonal distress are empathic responses that may re-
sult when observing someone in discomfort (Fabi
et al., 2019). Some news stories are also displayed
in this task, and people have reacted to them. The
news is disturbing or discomforting to some peo-
ple. And hence, regarding that, their empathy and
distress are noted. This paper presents the WASSA
2022 Shared Task: Predicting Empathy and Emo-
tion in Reaction to News Stories. This shared task
included four individual tasks where teams devel-
oped models to predict Emotions, empathy, and
personality in essays in which people expressed
their empathy and distress in reaction to news ar-
ticles in which an individual or a group of people
were harmed. Additionally, the dataset also in-
cluded the demographic information of the authors

of the essays, such as age, gender, ethnicity, in-
come, education level, and personality information.
The shared task consisted of four tracks (optional):
Track 1: Empathy Prediction (EMP) task consists
of predicting both the empathy concern and the
personal distress. (Evaluation based on an average
of Pearson correlation (Benesty et al., 2009) of em-
pathy and distress).
Track 2: Emotion Classification (EMO) consists
of predicting the emotion (sadness, joy, disgust,
surprise, anger, or fear, taken from the six basic
emotions (Ekman and Friesen, 1971) also includ-
ing neutral) at the essay-level (Evaluation based on
the macro F1-score).
Track 3: Personality Prediction (PER), which
consists in predicting the personality of the essay
writer, knowing all their essays and the news arti-
cle from which they reacted (Evaluation based on
the average of Pearson correlation over Personality
values (Komarraju et al., 2011) - conscientiousness,
Openness, Extraversion, Agreeableness, and Sta-
bility).
Track 4: Interpersonal Reactivity Index Predic-
tion (IRI) consists of predicting the personality of
the essay writer. (Evaluation based on an average
of Pearson correlation over IRI values - fantasy,
perspective taking, empathetic concern, personal
distress).
We participated in only the first two tasks.

2 Related Work

Over the last few years, earnest endeavors have
been made in the NLP community to analyze empa-
thy and distress. For text-based empathy prediction,
(Buechel et al., 2018) laid a firm foundation for
predicting Batson’s (Batson et al., 1987) empathic
concern and personal distress scores in reaction to
news articles. They present the first publicly avail-
able gold-standard dataset for text-based empathy
and distress prediction. To annotate emotions in
text, classical studies in NLP suggest categorical
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Figure 1: System Architecture

Set Examples
Train 1860
Dev 270
Test 525

Table 1: Train-dev-test split

tagsets, and most studies are focussed on basic
emotion models that psychological emotion mod-
els offer. The most popular one is the Ekman 6
basic emotions (Ekman and Friesen, 1971). The
emotions presented in this dataset are the same six
emotions by Ekman plus one extra emotion (neu-
tral).

3 Dataset

The dataset is an extension to the one provided by
(Buechel et al., 2018). For all the tasks, a train-
dev-test split was provided. The dataset consists
of essays collected from participants who had read
news articles about a person, a group of people,
or disturbing situations. The dataset had an es-
say (300-800 characters), empathy score, a distress
score, emotion label, and other demographic in-
formation (age, gender, race, education, income)
as well as personality information (conscientious-
ness, openness, extraversion, agreeableness, stabil-
ity) and interpersonal reactivity index (IRI) scores
(fantasy, perspective taking, empathetic concern,
personal distress).

3.1 Data Augmentation

A single sentence does not always convey the infor-
mation required to translate it into other languages;
we sometimes need to specialize words that are
ambiguous in the source languages (Sugiyama and
Yoshinaga, 2019). So, we used back translation
(Edunov et al., 2018) for text augmentation. The

idea here was to have different sentences having
the same meaning for training. Step 1: Select the
essay (English).
Step 2: Select a random language and convert the
essay to that language.
Step 3: Now translate that converted essay back to
English.

We used Google translate API for translating es-
says back and forth. Every example was translated
to one other language, and hence after back trans-
lation, the total number of samples was doubled
(3720). Data augmentation improved the perfor-
mance, as shown in the Table 2.

4 System Description

4.1 Empathy Prediction

Transformers (Vaswani et al., 2017) have outper-
formed recurrent neural networks (RNNs) in nat-
ural language generation (Kasai et al., 2021). For
this task, we had to predict empathy and distress
scores which had been done by training the same
model by keeping the targets different (empathy for
model 1 and distress for model 2). The approach
used is based on fine-tuning RoBERta model (Liu
et al., 2019) separately for empathy and distress.
To take the essay as input to the RoBERTa model,
initially, tokenization (Webster and Kit, 1992) was
required. The input tokens were made using the
Roberta Tokenizer imported from the transformer
library. The loss function used was Mean Squared
Error (MSE). No parameters were frozen (all of
them were trainable), and on top of it, five layers
were trained (to make the network deeper). Four
layers were linear, while one was a dropout layer
(to prevent overfitting). In the pre-final layer, five
additional demographic features were taken as in-
put.

The model was trained on both the augmented
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Metric Original Augmented
Macro F1-Score 0.5174 0.5311

Micro Recall 0.6152 0.6114
Micro Precision 0.6152 0.6114
Micro F1-Score 0.6152 0.6114
Macro Recall 0.5054 0.5288

Macro Precision 0.5461 0.557
Accuracy 0.6152 0.6114

Table 2: Original vs Augmented on Test set

data and original data. Still, the final submission
was made using the model trained on the aug-
mented data as it resulted in a higher Pearson Cor-
relation Coefficient.

4.2 Emotion Classification

This was a multi-classification task, i.e., to clas-
sify the emotions into seven labels. Here also, we
fine-tuned RoBERTa model (Liu et al., 2019) with
the same five layers, just changing the output neu-
rons to 7 instead of 1. We had used Cross-Entropy
Loss as the loss function (which already has a soft-
max layer). We also upsampled the dataset as it
was imbalanced. Highly imbalanced data poses
added difficulty, as most learners will exhibit bias
towards the majority class and, in extreme cases,
may ignore the minority class altogether (Johnson
and Khoshgoftaar, 2019). Random over-sampling
(Moreo et al., 2016) was performed using the im-
blearn library. The imbalanced dataset can be seen
in figure 2, the minority class being the emotion
labeled "joy".

Figure 2: Imbalanced Dataset

4.3 Hyperparameters and other settings

For all the tasks, the learning rate was set to 10−5,
and the models were trained using Adam (Kingma
and Ba, 2014) as optimizer. The parameters of

Adam were Beta(0.9, 0.999) and weight decay as
0. The batch size was set to 8. The dataset was
shuffled using Pytorch (Paszke et al., 2019) data
loader. All the models were trained on the GPUs
provided by Google Colab.
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Figure 3: Metrics used for EMO task

5 Results

Our system achieved a Pearson Correlation Coef-
ficient (Benesty et al., 2009) of 0.488 on Task 1.
Empathy Pearson Correlation was 0.470, and Dis-
tress Pearson Correlation was 0.506. Hence, the
average of both was taken as the final score. In
the development set, the empathy score was 0.4583
(after the 8th epoch), and the distress score was
0.4415 (after the 4th epoch, as after the score was
decreased due to overfitting). Although the empa-
thy score was slightly high, it yielded less score in
the test set due to overfitting. While due to early
stopping, distress yielded a better score.
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Figure 4: Empathy and Distress scores (Augmented)

We had two different submissions for the emo-
tion classification, one with augmentation and up-
sampling and one without altering the data. The
test scores of both submissions are mentioned in
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Table 2. Also, the results of the development set
are plotted in figure 4. We tested until ten epochs
but decided to submit the model, trained only up
to eight epochs as it was overfitting. Hence, the
macro F1-score decreased on the development set
despite accuracy increasing on the training set.

6 Conclusion

This paper describes our submission to the WASSA
2022 shared task, where we have used the already
trained RoBERTa model on a large dataset and
then used its power by just finetuning on the given
dataset. By the approach we have used, it can also
be deduced that text augmentation and upsampling
helped in emotion classification and predicting the
empathy and distress scores as most of the time, the
larger amount of data helps improve the training
process of a model.
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