
Proceedings of the 12th Workshop on Computational Approaches to
Subjectivity, Sentiment & Social Media Analysis, pages 239 - 244
May 26, 2022 c©2022 Association for Computational Linguistics

Empathy and Distress Prediction using Transformer Multi-output
Regression and Emotion Analysis with an Ensemble of Supervised and

Zero-Shot Learning Models

Flor Miriam Plaza-del-Arco, Jaime Collado-Montañez,
L. Alfonso Ureña-López, María-Teresa Martín-Valdivia

SINAI, Computer Science Department, CEATIC, Universidad de Jaén, Spain
{fmplaza, jcollado, laurena, maite}@ujaen.es,

Abstract

This paper describes the participation of the
SINAI research group at WASSA 2022 (Em-
pathy and Personality Detection and Emotion
Classification). Specifically, we participate in
Track 1 (Empathy and Distress predictions) and
Track 2 (Emotion classification). We conducted
extensive experiments developing different ma-
chine learning solutions in line with the state
of the art in Natural Language Processing. For
Track 1, a Transformer multi-output regression
model is proposed. For Track 2, we aim to
explore recent techniques based on Zero-Shot
Learning models including a Natural Language
Inference model and GPT-3, using them in an
ensemble manner with a fine-tune RoBERTa
model. Our team ranked 2nd in the first track
and 3rd in the second track.

1 Introduction

Emotion analysis is a popular and established task
in natural language processing (NLP) with a large
number of studies conducted during the last few
years (Bostan and Klinger, 2018; Plaza-del-Arco
et al., 2020). Emotion detection can be considered
as the main task in this area which consists of map-
ping textual units to different emotion categories
within a text following different psychological mod-
els such as Ekman’s theory (Ekman, 1992), with
six basic emotions, or Plutchik’s (Plutchik, 2001)
with the addition of anticipation and trust. Two
inextricably related concepts to emotions that have
received less attention are empathy and distress.
The former is defined as the ability to sense other
people’s emotions, coupled with the ability to imag-
ine what someone else might be thinking or feeling,
while the latter is a self-focused, negative affective
state that arises when one feels upset due to wit-
nessing an entity’s suffering or need (Batson et al.,
1987; Buechel et al., 2018).

A linked task that plays an important role in the
study of these concepts is personality trait detec-

tion, which is related to author profiling and is com-
monly defined as the task of detecting the five ba-
sic personality traits (extraversion, agreeableness,
openness, conscientiousness, and neuroticism) in
the text (Mehta et al., 2020). We refer the reader to
a recent survey in the task (Stajner and Yenikent,
2020). All these concepts together have potential
applications and play an important role in helping
victims of abuse (Burleson et al., 2009; Pfetsch,
2017; SarahWoods et al., 2009), mental and physi-
cal health support (Sharma et al., 2020, 2021), and
in the study of reaction to news stories (Buechel
et al., 2018).

In this paper, we present our participation as
SINAI team in the Shared Task on Empathy and
Personality Detection and Emotion Classification
(WASSA 2022). Within this shared task, four main
tracks are proposed that aim to develop models that
can predict empathy, distress, emotion, and per-
sonality traits in reaction to English news articles.
Track 1: Empathy Prediction (EMP) consists in pre-
dicting both the empathy concern and the personal
distress at the essay level. Track 2: Emotion Clas-
sification (EMO) refers to detecting the emotion
at the essay level. Track 3: Personality Predic-
tion (PER) aims to predict the Big Five personality
traits, and Track 4: Interpersonal Reactivity Index
Prediction (IRI) consists of predicting each dimen-
sion of assessment of empathy: perspective taking,
fantasy, empathic concern. Our team SINAI has
participated in the first and second tracks.

2 Data

The dataset provided by the organizers of WASSA
2022 shared task is an extension of the one pre-
sented in (Buechel et al., 2018) which is composed
of posts in reactions to news articles where there
is harm to a person, group, or other. Person-level
demographic information (age, gender, ethnicity,
income, education level) is included for each post.
A set of 2,130 training documents annotated with
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empathy, distress, and emotions is provided (see
Table 1 for the data set size). With each post, re-
gression scores for empathy and distress that range
from 1 to 7 have been associated to address track 1.
For track 2, each post is annotated with seven emo-
tions following the six Ekman’s categories (anger,
fear, sadness, joy, disgust, and surprise) plus the
neutral class.

Dataset #Instances

Training 1,860
Development 270
Test 525

Table 1: WASSA 2022 dataset splits. Training, develop-
ment and test set sizes.

3 System Description

In this section, we describe the systems our team
SINAI developed for Track 1 (EMP) and Track 2
(EMO) at WASSA 2022.

3.1 Track 1: Empathy Prediction

This track is a multi-output regression task in which
a system has to learn to predict both empathy and
distress scores from users’ reaction posts to news
articles. To address this task, we have focused on
two main approaches: A single multi-output re-
gression model that learns to predict both empathy
and distress at once, and two separated regression
models, one predicting the empathy score and the
other predicting that of distress.

For each approach, three different models based
on RoBERTa (Liu et al., 2020) and BERT (Devlin
et al., 2019) have been tested: roberta-large, bert-
base-uncased fine-tuned on the GoEmotions dataset
(Demszky et al., 2020) which contains Reddit com-
ments labeled for 27 emotion categories plus neu-
tral, and a distilled version of BERT (distilbert-
base-uncased) fine-tuned on the CARER dataset
(Saravia et al., 2018) which contains Twitter mes-
sages labeled with six basic emotions: anger, fear,
joy, love, sadness and surprise. By proposing the
latter two models, we aim to observe whether se-
quential transfer learning models that have first
fine-tuned on the emotion task help in the detec-
tion of empathy and distress, as they are inherently
related tasks.

The WASSA 2022 dataset provides several nu-
merical demographic features, namely: gender, ed-
ucation, race, age, and income. Two of these are

actual numerical features (age and income) but the
others are categorical features that have been nu-
merically encoded. As we did not have the right
labels associated with these categorical features,
we tried to decode them by analyzing the train-
ing set. We noticed that all essays containing the
sentence “as a woman” were labeled as 2, so we
inferred gender 1 as male and gender 5, which only
identifies two authors in the entire training set, as
“other”. The rest of the features (race and education
level) have not been used in our system as we could
not decode them.

We finally fine-tuned all three models with the
raw essays. Then, we used both the essays and a
concatenation of the three previously mentioned
features (e.g. “male, 32, 20000”) as two different
input sentences for the tokenizer, which internally
merges them with a special separator token: </s>
for RoBERTa and [SEP] for BERT.

Multi-output regression model. In this ap-
proach, the prediction of both empathy and distress
is learned at once by minimizing the average be-
tween the mean squared error (MSE) of each. This
is accomplished by fine-tuning a single transformer
model to predict two regression outputs given es-
says as inputs.

Separated regression models. In this case, we
focused on predicting each class separately, this
means, fine-tuning two different models where the
former is designed to minimize the MSE loss while
learning to predict the empathy’s regression value
while the latter does the same for that of distress.

3.2 Track 2: Emotion Classification

This task aims to predict the emotion experienced
by the user at the essay level. It is a multi-class
classification task where the system has to predict
one of the following emotion categories: anger,
fear, sadness, joy, disgust, surprise and neutral. In
order to address this task we focused on different
paradigms within the NLP area, namely supervised
learning and ZSL. We aimed to compare these two
approaches and evaluate how ZSL learning works
in emotion classification and whether it can assist
in the detection of this task. In particular, for su-
pervised learning we followed the state-of-the-art
Transformer (Vaswani et al., 2017) and, for ZSL,
the natural language inference (NLI) and an au-
toregressive language model (GPT-3) have been
tested.
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Transformer fine-tuning. As a supervised
model, we chose the Transformer RoBERTa, specif-
ically roberta-base model. We fine-tuned this
model on the raw essays of the corpus provided
by the organizers.

NLI. One of the instances of ZSL is via NLI
models, in which the inference task needs to per-
form abductive reasoning. The NLI model needs
to decide if the hypothesis (a prompt which rep-
resents the class label) entails the premise (which
corresponds to the instance to be classified) or con-
tradict it (Yin et al., 2019). For emotion classifica-
tion, we used as prompt “This person feels emotion
name” being emotion name replaced by each emo-
tion category (anger, fear, sadness, joy, disgust,
surprise, and neutral). As final label, the one with
highest entailment probability is picked. In our
experiments, we used the DeBERTa Transformer
(He et al., 2021), specifically the microsoft/deberta-
xlarge-mnli model from Hugging Face.

GPT-3. This model aims to produce human-like
text. In this case, we used the model to ask about
the emotion expressed in the text. Therefore, we
used as a prompt “Classify the following texts in
only one of the following emotions anger, fear,
sadness, joy, disgust, surprise or neutral.” and we
showed one example to the model which is “I feel
so happy today: joy”. We employed the OpenAI
Davinci’s model as it is the most capable one, often
with less context.

Final Ensemble. We aim to observe how these
different type of models all together perform to ad-
dress the task of emotion classification. Therefore,
we conducted a voting ensemble where the major-
ity emotion is picked as the final emotion. In case
of disagreement or tie, we selected the emotion
given by the supervised model.

4 Experimental Setup

All the transformer based models have been fine-
tuned on a single NVIDIA Ampere A100 GPU
by making use of the Hugging Face’s transformer
library (Wolf et al., 2019). Regarding the hyperpa-
rameters used, we computed a grid search in order
to find out the combination that maximized each
task’s metric on the development set. The batch
size values tested during the optimization were 8,
16 and 32. Concerning the learning rate, the range
of values we tested during the grid search was 1e-5,

2e-5, 3e-5, 4e-5 and 5e-5. We also set the maxi-
mum length of the tokenizer (the length from which
the tokenizer will truncate a tokenized sequence)
equal to the longest essay in the training set as
tokenized by the RoBERTa’s byte-pair encoding
tokenizer, that is, 221. Regarding the epochs, we
trained every model until an early stopping mecha-
nism determined the model was starting to overfit
on the training data, which usually happened be-
tween epochs 2 and 3, depending on the model.

5 Results

In this section, we present the results obtained by
the systems we developed as part of our partici-
pation in WASSA 2022 Track 1 and Track 2. To
evaluate our systems, we used the official competi-
tion metrics given by the organizers. Specifically,
the average of the two Pearson correlations is com-
puted for EMP and the macro F1-score for EMO.
Further, for the latter we report macro precision and
recall scores. The experiments are conducted in
two phases: the model selection phase and the eval-
uation phase, which are explained in the following
two sections.

5.1 Model selection

In order to select the best model for each task,
we trained all the systems described in Section
3 with the training set provided by the organizers
and then, we evaluated them with the development
one. All the results achieved by our models in this
pre-evaluation phase are shown in Tables 2 and 3.

In Table 2, results obtained in the first track are
shown. RoBERTa large in separated regression
models (SEP) with and without features scored an
averaged Pearson correlation of 0.518 and 0.503
respectively on the development set. Regarding
the RoBERTa’s multi-output regression models
(MOR), features have proven to improve the re-
sults with respect to the baseline version (0.504
to 0.528), which is the best model we achieved
and therefore, the one selected for the evaluation
phase. It can also be observed that the models fine-
tuned on emotions that we chose are not helpful to
determine empathy nor distress on essays.

In Table 3, results obtained in the second track
are presented. As can be seen, the ZSL-based
models (NLI and GPT-3) obtain promising results
(0.419 and 0.476 of macro-F1) without having been
tuned in the emotion task. Specifically, among
these two ZSL models, the GPT-3 system obtained
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Model Emp Dis Avg

roberta-large (SEP) 0.523 0.512 0.518
roberta-large (SEP) + features 0.506 0.500 0.503
roberta-large (MOR) 0.496 0.513 0.504
roberta-large (MOR) + features* 0.523 0.532 0.528
bert-base-go-emotion (MOR) 0.299 0.425 0.362
distil-bert-uncased-emotion (MOR) 0.435 0.387 0.411

Table 2: Multi-Output Regression (MOR) and Sepa-
rated Regression Models (SEP) results in Track 1 (EMP)
for empathy (Emp) and distress (Dis) predictions on
WASSA 2022 development set. Best results are shown
in bold and selected model marked with *.

Model P R F1

RoBERTa 0.625 0.578 0.587
NLI 0.456 0.463 0.419
GPT-3 0.524 0.469 0.476
Ensemble* 0.642 0.580 0.601

Table 3: RoBERTa, NLI, GPT-3 and Ensemble models
in Track 2 (EMO) on WASSA 2022 development set.
Macro-averaged precision (P), recall (R), and F1-score
(F1). Best results are shown in bold and selected model
marked with *.

the best results. The supervised model, RoBERTa,
obtained an F1 of 0.587. Finally, the ensemble of
these models obtained the best result for the task
in this phase, a 0.602 of F1 score and therefore, we
decided to use this model for the evaluation phase.

5.2 Evaluation phase

During the evaluation phase, we trained our sys-
tems on the joint training and development sets
and evaluate them on the test set. The results of
the EMP track on the test set can be seen in Ta-
ble 4. The multi-output regression model based on
RoBERTa achieved 0.541 and 0.519 Pearson cor-
relations on the empathy and distress predictions,
respectively. This amounts to an average score of
0.53 which ranks 2nd on this track.

In Table 5 we report the results on the EMO track
test set. The ensemble model achieved an accuracy
of 0.636 and macro values of precision 0.589, recall
0.535, and F1-score 0.553 which ranked 3rd in this
track.

6 Conclusion

This paper presents the participation of the SINAI
research group in the shared task on Empathy and
Personality Detection and Emotion Classification
(WASSA 2022). For the first task, we explore how
different raw language models and models fine-

Model Emp Dis Avg

roberta-large (MOR) + features 0.541 0.519 0.53

Table 4: Multi-Output Regression (MOR) results in
Track 1 for empathy (Emp) and distress (Dis) detection
on WASSA 2022 test set (SINAI Team submission).
Pearson correlations.

Model P R F1 Acc

Ensemble 0.589 0.535 0.553 0.636

Table 5: Ensemble results in Track 2 for emotion detec-
tion on WASSA 2022 test set (SINAI Team submission).
Macro-averaged precision (P), recall (R), F1- score (F1)
and accuracy (Acc).

tuned on emotions work for the empathy and dis-
tress prediction. For this task, we observe that the
raw language model RoBERTa in a multi-output
regression fashion together with the features of gen-
der, age and income perform better than the models
which contain emotion knowledge. Therefore, this
shows that not all models previously fine-tuned on
emotions help in the prediction of empathy and dis-
tress. Regarding the track 2, emotion detection, we
have experimented with recent ZSL models includ-
ing NLI and GPT-3. Results on the development
set suggest that they are promising options for emo-
tion detection when no labeled data is available.
Therefore, our proposal for this task is an ensem-
ble model that takes advantage of both supervised
and ZSL models. Our final results in both Track
1 (EMP) and Track 2 (EMO) demonstrate the suc-
cess of our proposal’s approaches since we ranked
2nd and 3rd among all the participants, respectively.
As future work, we plan to further explore ZSL
models as they have shown promising results in the
emotion classification task.
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