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Abstract

Propaganda is information or ideas that an or-
ganised group or government spreads to influ-
ence peoples opinions, especially by not giv-
ing all the facts or secretly emphasising only
one way of looking at the points. The abil-
ity to automatically detect propaganda-related
language is a challenging task that researchers
in the NLP community have recently started
to address. This paper presents the participa-
tion of our team AraBEM in the propaganda
detection shared task on Arabic tweets. Our
system utilised a pre-trained BERT model to
perform multi-class binary classification. It at-
tained the best score at 0.602 micro-f1, ranking
third on subtask-1, which identifies the propa-
ganda techniques as a multilabel classification
problem with a baseline of 0.079.

1 Introduction

With the increasing popularity of social media (SM)
in our modern society, social media platforms like
Twitter have become essential means for influenc-
ing others. People on social media tend to convey
their views and perspectives more freely. The abil-
ity of SM users to freely express their views has
allowed interested parties to profile users based
on how they express their opinions on social me-
dia. As such, the past few years have witnessed
a great interest in targeting a broader spectrum of
audiences via Twitter and other SM platforms. Par-
ties like political and advertisement campaigns are
competing to reach out to the broadest audience
base possible and hence influence the general pub-
lic§ view. It can be seen that the more ability a
particular part has to influence people$ opinions,
the more powerful it becomes (Ferrara, 2017).
The term propaganda is defined in the Cam-
bridge dictionary as information or ideas that an
organised group or government spreads to influ-
ence people’s opinions by not giving all the facts
or secretly emphasising only one way of looking at
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the facts.! The spread of propaganda exploits the
anonymity of the Internet, the micro-profiling abil-
ity of SM platforms, and the power of automatically
creating and managing coordinated networks of ac-
counts to reach a large number of SM users with
persuasive messages (Martino et al., 2020). Spread-
ing propaganda to promote a specific agenda has
become a business (Chatfield et al., 2015).

In this context, the concept of automatic pro-
paganda detection has risen recently (Alam et al.,
2022). Researchers have focused on utilising state-
of-the-art NLP techniques to develop systems for
automatic propaganda detection. The main chal-
lenges in this regard include difficulty identifying
and extracting the linguistic signs of propaganda
use. This is particularly difficult due to the cunning
and indirect ways propaganda can be expressed. As
such, detecting propaganda-related techniques can
be challenging even for a human expert. Regard-
ing Arabic, propaganda detection can be a more
challenging task due to several additional factors,
including the limited availability of linguistic re-
sources (e.g., corpus) and the morphologically-rich
nature of the Arabic language (Refaee, 2017).

To bridge this research gap, a shared task about
auto-detection of propaganda in Arabic social me-
dia has been launched.”? subtasks in this shared task
and a comprehensive description of the shared task
are discussed in (Alam et al., 2022). In this work,
our team participated in the first subtask-1, ranking
our system in the third position.

2 Related Work

The literature on propaganda detection as an NLP
task reveals an increasing interest in exploring this
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research area (Martino et al., 2020). Previous work
on propaganda detection indicates several common
challenges associated with this task. Specifically,
the limited availability of the annotated dataset,
the ability to convey propaganda with means other
than text (e.g., images) (Hashemi and Hall, 2019)
and the difficulty of spotting direct and indirect
propaganda techniques are among the most promi-
nent challenges of the task of propaganda detection.
A total of eighteen propaganda techniques have
been identified in previous work. However, experts
stated that propaganda techniques are not fixed and
keep evolving (Martino et al., 2020).

Previous work on propaganda detection has
mainly focused on English (Chaudhari and Pawar,
2022), as a well-resourced language. In addi-
tion, researchers highlighted that most propaganda-
related languages tend to appear in biased news
and SM platforms, unleashing different directions
like promoting political agendas and radicalisation
(Albadi et al., 2019). (Chaudhari and Pawar, 2022)
summarised the features utilised in existing sys-
tems for detecting propaganda techniques. This in-
cludes user-based, time-based, metadata-based and
context-based features, n-grams, and pre-trained
models (e.g., BERT).

In (Heidarysafa et al., 2020), the authors per-
formed text mining on some of the propaganda
content published by ISIS to recruit women from
around the world. The authors applied a lexical-
based emotion analysis method to detect emotions
most likely to be evoked in readers of these materi-
als.

Regarding propaganda detection in Arabic, liter-
ature shows that few previous attempts have been
made to address this issue (Hashemi and Hall,
2019; Abozinadah et al., 2015; Albadi et al., 2019).
This need has provoked the lunching of a shared
task of propaganda detection in Arabic and releas-
ing a newly built dataset annotated specifically for
propaganda techniques (Alam et al., 2022).

3 Data

In this work, we utilise the dataset released for the
shared task described in this overview paper (Alam
et al., 2022). Table 1 shows the characteristics of
the corpus. Our team performed cleaning up and
pre-processing using the steps utilised in previous
NLP tasks on Arabic (Refaee, 2017, 2021):

* Normalising exchangeable Arabic letters:
mapping letters with various forms (i.e., alef

and Hamza and yaa) to their representative
characters (Antoun et al., 2020).

* Text segmentation: was performed to sepa-
rate the tokens based on spaces and punctu-
ation marks using the tokeniser provided by
the PyArabic package (Zerrouki, 2010).

Removing diacritics, any special characters,
punctuation, non-alphabetic characters and re-

peated characters, e.g., loooool.

* Normalising URLSs, usernames, and hashtags.

Data Training | Dev. | Testing
Size 504 52 323
# of Tokens 7792 747 4994
Avg. # of Tokens 15.46 14.36 15.46
# of Chars 51602 6436 | 34027
Avg. #of Chars | 1102.38 | 123.76 | 105.34
Table 1: Size of the dataset split.
Class Dist.
Misrepresentation of Someone’s Posi- | 0
tion (Straw Man)
Reductio ad hitlerum 0
Presenting Irrelevant Data (Red Her- | 1
ring)
Black-and-white Fallacy/Dictatorship | 2
Whataboutism 3
Causal Oversimplification 4
Flag-waving 5
Thought-terminating cliché 6
Repetition 7
Obfuscation, Intentional vagueness, | 9
Confusion
Appeal to authority 21
Glittering generalities (Virtue) 25
Doubt 27
Slogans 28
Exaggeration/Minimisation 41
Appeal to fear/prejudice 47
Smears 84
Name-calling/Labeling 186
Loaded Language 289

Table 2: Class Distribution in The Training Corpus

3PyArabic is a publicly available Python library explicitly
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An initial observation reveals highly unbalanced
classes in the obtained dataset, as shown in Table
2. Some classes have zero instances in the training
set. Our team opted not to apply any technique
to tackle class unbalancing. Instead, we decided
to experiment with the original class distribution
to explore how it would affect the overall system
performance. It can also be seen that some pro-
paganda techniques are more frequently occurring
than others. For instance, the most commonly spot-
ted propaganda techniques were loaded language,
name-calling, and labelling. On the other hand, we
noticed nearly a hundred tweets with no methods,
which we decided to exclude from the dataset.

4 System

We explored approaches used in previous work
on detecting propaganda or misleading language
in social media. We noted that previous systems
utilised different methods ranging from traditional
machine learning (Habernal et al., 2017) to modern
neural-based systems (Chetan et al., 2019).

Our team decided to use a pre-trained model,
specifically BERT, which has performed well in
previous work on propaganda detection in the news
(Vlad et al., 2019; Badawy and Ferrara, 2018). The
model has also been successfully used to detect
auto-generated Arabic tweets, aiming to spot pro-
paganda accounts (Harrag et al., 2021). We use
BERT for multi-class binary label classification.
The token size we use is 70 based on our calcu-
lation of the average tweet length. The output of
running BERT on the shared-task dataset is several
tensors, each associated with the possibility of the
presence of propaganda techniques. To decide on
the threshold, we ran several experiments and used
the threshold 0.2, showing that any value above this
threshold would be considered a presence of a pro-
paganda technique. A possible future expansion of
this work can include experimenting with a differ-
ent threshold for each propaganda technique to test
its impact on the overall system performance. We
fine-tuned the pre-trained model using the training
and development data.*

5 Results and discussion

We used the script the shared task organisers pro-
vided to evaluate our system. The best results sub-

*Access to the source code of our system is
available on https://github.com/motazsaad/
Arabic-Proagenda-Detection

mitted by our system were reported at a micro F-1
score of 0.602, ranking third place in the leader-
board of the shared task. The details of all results
can be found in (Alam et al., 2022). Overall, the
scores attained by the participating systems reflect
the difficulty of the task of auto-detection of propa-
ganda language in Arabic tweets. We believe a pos-
sible explanation is a small size and highly unbal-
anced annotated dataset provided with the shared
task. Identifying and annotating propaganda tech-
niques can be challenging even for a human expert,
(Panda and Levitan, 2021) and as such, expanding
the scale of the dataset by using methods like data
augmentation might help improve the performance.
Another issue is that some propaganda techniques,
are more frequently used than others, like loaded
language. As mentioned in section 3 and table 2,
some classes have zero or very few train instances.
In contrast, others are either less regularly used
or can be conveyed cunningly, making them hard
to detect and identify. Overall, the results of the
shared task indicate that more research is still re-
quired to identify misinformation in Arabic more
accurately.

Class P R F1
Appeal to authority | 0.00 | 0.00 | 0.00
Appeal to fear /| 0.00 | 0.00 | 0.00
prejudice
Black-and-white 0.00 | 0.00 | 0.00
Fallacy / Dictator-

ship

Causal Oversimpli- | 0.00 | 0.00 | 0.00
fication

Doubt 0.00 | 0.00 | 0.00

Exaggeration / Min- | 0.00 | 0.00 | 0.00
imisation
Flag-waving 0.00 | 0.00 | 0.00
Glittering generali- | 0.00 | 0.00 | 0.00
ties (Virtue)
Loaded Language | 0.72 | 0.97 | 0.83
Misrepresentation | 0.00 | 0.00 | 0.00
of Someone’s
Position (Straw
Man)

Name calling / La-| 0.59 | 0.80 | 0.68
beling
Obfuscation, Inten- | 0.00 | 0.00 | 0.00
tional
Confusion
Presenting  Irrel- | 0.00 | 0.00 | 0.00
evant Data (Red

vagueness,

Herring)

Reductio ad | 0.00 | 0.00 | 0.00
hitlerum

Repetition 0.00 | 0.00 | 0.00
Slogans 0.00 | 0.00 | 0.00
Smears 0.36 | 0.26 | 0.30
Thought- 0.00 | 0.00 | 0.00
terminating cliché

‘Whataboutism 0.00 | 0.00 | 0.00

Table 3: Precision (P), Recall (R), and F1-Score for
each class label
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Figure 1: Receiver Operating Characteristic ROC curve for each class label
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Tables 3 and 4 show the Precision (P), Recall
(R), and F1-Score for each class label and the aver-
age scores. Figure 1 shows the Receiver Operating
Characteristic ROC curve for each class label. It
is clear from the tables and the ROC curves that
classes with more training instances have better
results than the ones with few or zero training in-
stances. The nature of this shared task is very chal-
lenging, and the scarcity of the dataset adds more
challenges to it.

Metric P | R |F1
Micro avg 0.6 | 0.6 | 0.6
Macro avg 0.1]0.1]0.1
Weighted avg | 0.5 | 0.6 | 0.6

Table 4: Average Precision (P), Recall (R), and F1-Score
for all classes

6 Conclusion

The occurrence of propaganda and misleading in-
formation to promote a specific agenda has coin-
cided with the growing popularity of SM platforms
like Twitter. Before that, news outlets would gener-
ally be the primary source of information for peo-
ple; hence, the broadcast news would usually come
trustworthy with no need to question or cross-check
their legitimacy. Contrarily, the broad spectrum of
audiences on SM platforms and the ability to read-
ily access and spread propaganda to promote spe-
cific agendas has attracted interesting parties (e.g.,

political, advertisement, radicalization). As such,
the need for NLP researchers to come together to
address propaganda and fake news detection, espe-
cially in social media, has emerged.

In this context, a shared task has been launched
to detect propaganda techniques in Arabic tweets
automatically, and an annotated dataset has been
released as part of the shared task. Our team,
AraBEM, has participated in subtask-1, which
is about classifying propaganda techniques, and
ranked in the third position attaining a micro F-1
score of 0.602 compared to a baseline of 0.079.
We used a pre-trained BERT model and decided
on 0.2 as the threshold for tensors to determine
if a propaganda technique was spotted. Overall,
the results indicate a good performance among the
participating team. However, more investigations
are still required to enhance the system’s ability to
identify propaganda techniques accurately. Future
directions for expanding this research include ex-
perimenting with different pre-trained models and
threshold settings. In addition, more investigations
on data balancing methods like data augmentation
would shed light on distinct possibilities for per-
formance improvement. More experiments should
be done to assess the systems’ ability to detect the
more cunning and indirect ways of creating and
spreading propaganda.
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