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Abstract

This paper presents SI2M & AIOX Labs work
among the propaganda detection in Arabic text
shared task. The objective of this challenge is
to identify the propaganda techniques used in
specific propaganda fragments. We use a com-
bination of data augmentation, Named Entity
Recognition, rule-based repetition detection,
and ARBERT prediction to develop our sys-
tem. The model we provide scored 0.585 micro
F1-Score and ranked 6th out of 14 teams.

1 Introduction

Even though the internet and social networks are
tools for development and open doors to new op-
portunities, they also have a less attractive side. It
is true that these tools are also used for bad pur-
poses, such as the spread of propagandist messages
when they are not identified as such by social me-
dia users. As part of cyber propaganda, or as part
of the broader term “fake news” (Goswami, 2018),
propaganda messages are used in social networks
with the objective of convincing targeted popula-
tions in a biased way. Often, these messages aim
to persuade their recipients to embrace ideas that
are politically or ideologically motivated.

In light of the proliferation of such messages
and the various upheavals the world is confronting
today, researchers need to explore possible meth-
ods to detect cyber propaganda automatically. In
contrast to English propaganda detection (Martino
et al., 2020b), we note a flagrant lack of Arabic pro-
paganda detection research, even if there are rare
works dealing with this subject (Al-Ziyadi, 2019)
or with close subjects like fake news (Nakov et al.,
2022).

This work addresses this need, in order to build a
system that can detect propaganda in tweets written
in Arabic, as well as define the propaganda tech-
niques employed. Indeed the dataset used in this
paper contains 17 propaganda techniques, exclud-
ing “no technique”, whose details are given by the
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organizers of the challenge (Alam et al., 2022) of
which this work is part. Our system has the charac-
teristic of combining a data augmentation method,
Named Entity Recognition (NER), a rule-based ap-
proach, and the ARBERT model (Abdul-Mageed
et al., 2020). The two main objectives are to an-
swer the problem of the very limited amount of
data available, and also to be able to detect as much
as possible one of the most used propaganda tech-
niques, namely “Name Calling/Labeling”.

2 Related Work

Among the earliest definitions of propaganda is that
of the Institute for Propaganda Analysis (Institute
for Propaganda Analysis, 1938), which defined it
in 1938 as “the expression of opinion or action
by individuals or groups deliberately designed to
influence opinions or actions of other individuals
or groups with reference to predetermined end”.

Apart from seeking the most comprehensive def-
inition of the concept, several works have concen-
trated on categorizing propaganda techniques in or-
der to better identify them. The first categorization
was made by Clyde R. Miller (co-founder of the
Institute for Propaganda Analysis) in 1937. Due
to the proliferation of propaganda on social net-
works, these categorizations have become increas-
ingly important over time due to the pressing need
to detect propaganda automatically. The lack of an-
notated datasets dedicated to this problem, however,
is one of the major obstacles. It was only in 2017
that the first datasets started to appear, namely the
TSHP-17 (Rashkin et al., 2017), Qprop (Barrén-
Cedeno et al., 2019) and PTC (Da San Martino
et al., 2019b) in 2019.

In addition to detecting propaganda automati-
cally, these datasets have also enabled us to de-
tect the techniques in the texts in addition to spec-
ifying the relevant text fragments. Several works
have emerged, mainly as system proposals within
shared tasks. Like the Workshop on NLP4IF in
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2019 (Da San Martino et al., 2019a) and SemEval-
2020 Task 11 (Martino et al., 2020a), both based on
the TPC corpus. In the two shared tasks, two objec-
tives were targeted simultaneously, namely the de-
tection of the propaganda texts and the specification
of the article part in question. The most effective
solutions proposed can be summarized in the use of
BIO encoding (Morio et al., 2020), self-supervision
with the RoBERTa Model (Jurkiewicz et al., 2020)
and BERT word-level classification (Yoosuf and
Yang, 2019).

3 Data

We received two datasets from the challenge orga-
nizers, one named Train for training the system,
and the other named Dev for validating and select-
ing the best configuration. The datasets contain a
list of sequences and the propaganda techniques
contained within these sequences. Also, at the end
of the challenge, we receive a third dataset to evalu-
ate the system. Using this last dataset, named Test,
the final scores of each team are calculated. There
is also a second task for which the same data is pro-
vided along with the start and end of the techniques
within each sequence.

Table 1: Datasets content

Dataset Number of sequences
Train 504
Dev 52
Test 323

Table 1 shows the number of sequences included
in each dataset. Moreover, we note that the Train
dataset contains 17 propaganda techniques, while
the Dev dataset contains 16. We present the dis-
tribution of these techniques in Table 2. There is
an over-representation of “Loaded Language” and
“Name Calling/Labeling”, followed by “Exagger-
ation/Minimisation” and “Smears”, whereas the
other techniques are very scarce, such as “Thought-
terminating cliché”, “Flag-waving”, “Causal Over-
simplification”, “Whataboutism”, ‘“Black-and-
white Fallacy/Dictatorship”, and “Presenting Irrel-
evant Data (Red Herring)”, which only occurs six
times at most.

Table 2: Propaganda techniques distribution

Propaganda technique Train Dev
Loaded Language 446 46
Name calling/Labeling 244 44
Smears 85 12
Appeal to fear/prejudice 48 7
Exaggeration/Minimisation 44 10
Slogans 44 1
Doubt 29 1
Glittering generalities (Virtue) 25 7
Appeal to authority 21 7
Obfuscation, Intentional vagueness, Confusion 9 3
Repetition 9 2
Thought-terminating cliché 6 1
Flag-waving 5 2
Causal Oversimplification 4 1
Whataboutism 3 1
Black-and-white Fallacy/Dictatorship 2 1
Presenting Irrelevant Data (Red Herring) 1 0

Additionally, we present the most frequent com-
binations of techniques within the Train dataset
sequences in Figure 1.

4 System

In the following sections, we describe our four-step
system.

4.1 Data augmentation

The first step is based on data augmentation. We
use a strategy we call “MIX” adopted from (Gaa-
noun and Benelallam, 2020) work. The limited
number of sequences available for training forces
us to augment our data by generating synthetic se-
quences based on the mixture of subparts of the
sequences we have. To do this, we take the follow-
ing steps:

* Using Train and Dev sets including propa-
ganda techniques tags (from second task data),
we create a new dataset with one record per
technique. The following is an example of re-
trieving two text chunks and their correspond-
ing propaganda techniques:

Sequence:
[{’start’: 1, ’end’: 33, ’technique’:
’Exaggeration/Minimisation’, “text’:

o.\JK}U‘ Na u.uo;‘ ) J—":*" P 05},
{’start’: 37, ’end’: 86, 'technique’: *Smears’,

text’: ola &1L e &2y Jue
(O szl L1V 851591
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Figure 1: Most frequent propaganda techniques combinations in Train set

(Smears, Appeal to authority)

(Smears, Doubt)

(Name calling/Labeling, Appeal to authority)
(Smears, Exaggeration/Minimisation)

(Appeal to fear/prejudice, Exaggeration/Minimisation)
(Name calling/Labeling, Doubt)

(Name calling/Labeling, Glittering generalities (Virtue))
(Loaded Language, Doubt)

(Loaded Language, Appeal to authority)

(Loaded Language, Glittering generalities (Virtue))
(Loaded Language, Slogans)

(Name calling/Labeling, Appeal to fear/prejudice)
(Name calling/Labeling, Slogans)

(Name calling/Labeling, Exaggeration/Minimisation)
(Loaded Language, Exaggeration/Minimisation)
(Loaded Language, Appeal to fear/prejudice)

(Name calling/Labeling, Smears)

(Loaded Language, Smears)

(Loaded Language, Name calling/Labeling)

o

Produced records:

1. LO.MK).U‘ Na u...«.>;‘ 0> JM u}u

Exaggeration/Minimisation
2. Lokt DLl o0 & 2y Joar
O sl L1l 315

Smears

o

S

* Synthetic sequences composed of two tech-
niques are created by randomly mixing the
produced sequences. The final system is based
on a mixed dataset of 2000 examples. To eval-
uate on the Dev set, the Mixed dataset is con-
catenated with the Train dataset. After the
better system has been validated, we concate-
nate the Mixed Dataset with both Train and
Dev to evaluate it on the Test Dataset.

4.2 ARBERT prediction

ARBERT is fine-tuned based on our training data
in a multi-label configuration, resulting in a list of
detected techniques and their associated probabili-
ties. Using these predictions, we retain techniques
with a probability higher than a threshold defined
using the Dev set. We evaluate the results of a list
of thresholds and select the one that yields the high-
est micro-F1 score for the Dev set. We select 0.3
as our threshold for assessing the Test set.

When no technique has a prediction probability
greater than the selected threshold, we label it “No
technique”.

Table 3 presents ARBERT training configuration
and used infrastructure.
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Table 3: AEBERT and infrastructure configuration

GPU NVIDIA Tesla T4
Epochs: 20, batch size:8,
Hyperparameters learning rate:Se-5,

Embedding maximum length: 512

Training average time 14 minutes

4.3 Named Entity Recognition

Name calling and labeling are frequently used in
propagandistic messages to target an organization
or a person. The goal of this type of propaganda
is to engender a predefined feeling towards the
object of the propaganda, whether it is a personality,
an organization, a group, etc. We have therefore
made the link with the detection of organizations or
persons in the texts and the use of the NER method
in order to better detect this technique. In order to
accomplish this, we use a model pre-trained on the
NER task(Sahyoun, 2022) based on the AraBERT
model (Antoun et al., 2020). When this model
detects the entity “ORG” in the text, we consider it
to include the technique of “Name calling/labeling”.
The entity “PER” for the detection of the quotation
of persons was also tested but did not give better
results, it was thus abandoned for our final system.

4.4 Repetition detection

The repetition of words is one propaganda
technique used to convince the recipient that the
message is true. To improve the detection of
this technique we use a rule-based method while
removing the Arabic stopwords available through
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the NLTK library. The repetition of one or two
letter words is not considered in this step. Each
time this method detects it and it is absent during
ARBERT prediction, we add the “Repetition”
technique.

Besides these 4 steps of the system, we also tried
utilizing the PTC corpus (Da San Martino et al.,
2020), which has the same purpose as the data used
in this challenge, but is specific to English. There-
fore, we proceeded to subtract the text chunks with
their propaganda techniques. We then translated
these chunks into Arabic using the Google Trans-
late API'. Unfortunately, the use of this data did
not improve the efficiency of the system, and was
therefore not considered for further work.

5 Results

The results for the Dev and Test sets are presented
in this section. To demonstrate the contribution
of each of the steps considered in our system, we
present the score obtained after applying each of
these steps to the Dev set in Table 4. The final offi-
cial results obtained on the Test set are presented
in Table 5 .

Table 4: Dev set results for each step

Step micro F1
Train set only 0.434
Mixed Data + Train set 0.455
Mixed Data + Train set + Repetition  0.459
Mixed Data + Train set + Repetition 0.56

+ NER (ORG)

Table 5: Official results on the Test set

micro F1 macro F1

0.585 0.137

We should point out that the official Test set
result did not accounted for the label “No technique”
in our predictions. This is because we used a capital
N, whereas the organizers used a lowercase n for
the final evaluation. The final result would have
been 0.593 if this label had been considered.

"https://pypi.org/project/googletrans/

6 Discussion

The results show that the system’s steps have a pos-
itive impact on the outcomes. Indeed, the score
rises by 29% between the first step, which is solely
based on the Train set, and the final step of the
entire system. Furthermore, it appears that the use
of NER has a significant effect on the final result,
as the score knows the highest increase when us-
ing this method, recording a 22% increase. This
finding is consistent with the fact that the name call-
ing/labeling technique is the dataset’s second most
common technique. This result motivates future
work to further investigate this idea by attempting
to detect other majority techniques.

It is also worth noting that the data augmenta-
tion step contributed 5% to the improvement of the
micro F1 score, whereas the detection of repetition
contributed only 0.9%. The data augmentation step
should be pushed in two directions: quantitatively
by increasing the number of synthetic sequences
generated, and structurally by prioritizing minority
techniques or minority combinations in order to
push the system to better predict these techniques.

7 Conclusion

This paper describes our contribution to the shared
task of propaganda detection in WANLP 2022.
We propose a system based on data augmentation,
Named Entity Recognition (NER), repetition detec-
tion, and ARBERT prediction for subtask 1 dealing
with multi-label classification techniques. Our anal-
ysis shows that NER and data augmentation have
a significant impact on the final results, placing us
sixth out of 14 competing teams.
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