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Abstract

Data annotation is the foundation of most natu-
ral language processing (NLP) tasks. However,
data annotation is complex and there is often no
specific correct label, especially in subjective
tasks. Data annotation is affected by the annota-
tors’ ability to understand the provided data. In
the case of Arabic, this is important due to the
large dialectal variety. In this paper, we analyse
how Arabic speakers understand other dialects
in written text. Also, we analyse the effect of
dialect familiarity on the quality of data anno-
tation, focusing on Arabic sarcasm detection.
This is done by collecting third-party labels and
comparing them to high-quality first-party la-
bels. Our analysis shows that annotators tend
to better identify their own dialect and they are
prone to confuse dialects they are unfamiliar
with. For task labels, annotators tend to per-
form better on their dialect or dialects they are
familiar with. Finally, females tend to perform
better than males on the sarcasm detection task.
We suggest that to guarantee high-quality la-
bels, researchers should recruit native dialect
speakers for annotation.

1 Introduction

Many natural language processing (NLP) tasks rely
on training machine learning (ML) models on la-
belled data. The labels are assigned in different
approaches, amongst the most common ones is
human annotation. These labels are sometimes
highly subjective and might be affected by anno-
tators’ backgrounds and beliefs. Such subjectiv-
ity would have minimal effects for objective tasks
where people have consensus (Plank et al., 2014).
However, these differences can be disruptive when
considering subjective tasks such as sentiment anal-
ysis (Medhat et al., 2014; Abu Farha and Magdy,
2021), sarcasm detection (Abu Farha et al., 2022a),
hate speech (MacAvaney et al., 2019) and many
others. This applies to all languages, but for Ara-
bic, it is more important due to the large dialectal

variety amongst Arab annotators. Arabic has three
variants; the first is classical Arabic (CA), which
is the language of Quran and early literature. The
second is modern standard Arabic (MSA), which
is standardized and mainly used in news and books.
The third is dialectal Arabic (DA), which is the
colloquial language spoken in everyday life and it
varies from one region to another. DA differs from
MSA in the sense that these dialects are not stan-
dardized. Arabic dialects substantially differ from
MSA and each other in terms of phonology, mor-
phology, lexical choice and syntax (Habash, 2010).
These variations affect how speakers of different
dialects understand each other; where some words
or maybe complete sentences can be incomprehen-
sible.

Previous works on Arabic dialects focused on
dialect identification either in text or speech such
as the works of (Zaidan and Callison-Burch, 2014;
Elfardy et al., 2014; Bouamor et al., 2014; Salameh
et al., 2018; Elaraby and Abdul-Mageed, 2018;
Bouamor et al., 2019; Abdul-Mageed et al., 2020,
2021). Other works focused on higher level tasks
exploiting dialectal data such as sentiment analysis
(Abdul-Mageed et al., 2014), emotion (Alhuzali
et al., 2018), offensive language (Mubarak et al.,
2020), and sarcasm (Abu Farha and Magdy, 2020).
Most of these datasets are created through manual
data annotation. Those annotations are collected by
either recruiting designated annotators or through
crowd-sourcing platforms. Especially in the case
of crowd-sourced annotations, the annotators are
usually from different regions and speak different
dialects.

In this paper, we argue that dataset creators
should take into consideration the effects of anno-
tators’ native dialect and dialect familiarity on the
annotation process. Due to the differences between
Arabic dialects, annotators might be assigning inac-
curate labels to texts written in dialects they do not
fully understand. In our work, we aim to analyse
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how a speaker of one dialect understands another.
Also, we study the effect of dialect familiarity on
the data annotation process, taking Arabic sarcasm
as a case study of a highly subjective task.

In our paper, we investigate the following re-
search questions:

* RQ1: How do speakers of different dialects

understand text written in other dialects?

* RQ2: How do speakers of different dialects
perform on the sarcasm detection task?

* RQ3: Is there a correlation between gender
and the performance of an annotator on the
sarcasm detection task?

In this paper, we answer these questions through
collecting third-party annotations for SemEval’s
2022 task 6 (iSarcasmEval) dataset (Abu Farha
et al., 2022a). This dataset has first-party labels for
both sarcasm and dialect, where the text authors
provided the labels. Thus, we argue that those la-
bels are of a higher quality compared to traditional
third-party labels. In our work, we collect both
sarcasm and dialect labels from third-party annota-
tors, and we analyse the variation of performance
based on annotators’ mother dialect, familiarity
with other dialects, and gender. Our analysis shows
that: (1) annotators tend to better understand and
identify their own dialect; (2) annotators are prone
to confuse dialects with each other; (3) Egyptian di-
alect and MSA are the easiest to identify in written
text; (4) sarcasm annotations are more trustwor-
thy if they are provided by native dialect speakers;
and (5) females tend to perform better than males
on the sarcasm detection task. We hope that our
findings in this study would work as guidelines
for future work on labelling Arabic datasets. Data
used for this work with all labels are made publicly
available!.

2 Related Work

2.1 Data Annotation and Subjectivity

Most NLP applications rely on manually annotated
data. These annotations are collected from annota-
tors from different cultures and backgrounds. Previ-
ous works acknowledged the effects of subjectivity
on the quality of datasets. However, the literature
lacks in-depth analyses or attempts to mitigate this
issue. (Rottger et al., 2022) tried to approach this
issue through suggesting new paradigms for data
annotation. In their work, they suggest that dataset

"https://github.com/iabufarha/
arabic-dialect-familiarity

creators follow either descriptive or the prescriptive
paradigm. Descriptive paradigm encourages anno-
tator subjectivity, whereas prescriptive paradigm
discourages it. They also argue that dataset cre-
ators should explicitly aim for one or the other. For
Arabic, dialect intelligibility and understanding can
be one of the subjective factors affecting the data
annotation process. The literature of Arabic NLP
lacks in-depth analyses on the effects of dialect fa-
miliarity on the quality of data annotations or how
people understand different dialects. Habash et al.
(2008) approached the dialectal variety focusing on
creating standard annotation guidelines identifying
dialect switching between MSA and at least one
dialect. Zaidan and Callison-Burch (2014) men-
tioned that annotators tend to over-identify their
dialect. We add to this line of work by exploring
how annotators understand different dialects. We
also analyse the quality of their labels on one of the
most subjective tasks, sarcasm detection.

2.2 Dialectal Arabic NLP

One of the major challenges when studying dialec-
tal Arabic (DA) was the lack of resources. For this
reason, early works focused on creating resources
that cover a few regions or countries (Jarrar et al.,
2017; Khalifa et al., 2016; Sadat et al., 2014; Har-
rat et al., 2014; Al-Twairesh et al., 2018), while
others focused on creating multi-dialect resources
(Zaidan and Callison-Burch, 2011; Elfardy et al.,
2014; Bouamor et al., 2014; Mubarak and Dar-
wish, 2014; Cotterell and Callison-Burch, 2014)
In addition, some previous works on Arabic di-
alects focused on dialect identification either in
text or speech (Zaidan and Callison-Burch, 2014;
Salameh et al., 2018; Abdul-Mageed et al., 2021,
2020; Bouamor et al., 2019; Elaraby and Abdul-
Mageed, 2018; Elfardy et al., 2014; Bouamor et al.,
2014).

Most of the works targeted the five major Arabic
dialects: Egyptian (Nile Basin), Levantine, North
African (Maghrebi), Gulf, and modern standard
Arabic (MSA). However, in recent years, there has
been an interest in a more fine-grained categori-
sation. Some of the significant works in this area
are NADI shared tasks (Abdul-Mageed et al., 2020,
2021). The organisers provided data annotated on
country and provenance levels, covering 21 coun-
tries and 100 provenances. Other works focused
on higher level tasks exploiting dialectal data such
as sentiment analysis (Abdul-Mageed et al., 2014),
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emotion (Alhuzali et al., 2018), offensive language
(Mubarak et al., 2020), and sarcasm (Abu Farha
and Magdy, 2020). Most of the multi-dialectal
resources were annotated either by designated an-
notators or crowd-sourced annotations. In most
cases, annotators’ familiarity with the dialects at
hand is not taken into consideration. In our work,
we aim to show that such information is necessary
and should be one of the considerations when cre-
ating dialectal resources.

2.3 Sarcasm Detection

Sarcasm is a form of verbal irony that is often used
to express ridicule or contempt. It is usually corre-
lated with expressing an opinion in an indirect way
where there would be a discrepancy between the lit-
eral and intended meaning of an utterance (Wilson,
2006). Sarcasm is one of the most subjective tasks
that relies heavily on cultural references and the cul-
tural background of the author. To understand sar-
casm, a person needs to understand the context in
which it is used, and language/dialect is part of that
(Oprea and Magdy, 2019; Abercrombie and Hovy,
2016; Wallace et al., 2014). Most of previous work
on sarcasm detection falls into one of two branches:
creating datasets (Ptacek et al., 2014; Khodak et al.,
2018; Barbieri et al., 2014; Filatova, 2012; Riloff
et al., 2013; Abercrombie and Hovy, 2016; Oprea
and Magdy, 2020a; Abu Farha and Magdy, 2020;
Abu Farha et al., 2021) or creating detection models
(Campbell and Katz, 2012; Riloff et al., 2013; Joshi
et al., 2016; Wallace et al., 2015; Rajadesingan
et al., 2015; Bamman and Smith, 2015; Amir et al.,
2016; Hazarika et al., 2018; Oprea and Magdy,
2019). A few works focused on analysing the effect
of including context in sarcasm detection models
(Oprea and Magdy, 2019; Abercrombie and Hovy,
2016; Wallace et al., 2014). Wallace et al. (2014)
showed that annotators tend to need context to pro-
vide judgements about ironic content. They showed
that there is a correlation between that and the mis-
classified cases. Oprea and Magdy (2019) explored
the effect of contextual information to detect sar-
casm, and Oprea and Magdy (2020b) analysed the
effect of cultural background and age on sarcasm
understanding. Their analysis indicates that age,
English language nativeness, and country are sig-
nificantly influential on sarcasm understanding and
should be considered in the design of sarcasm de-
tection systems. Similar results were confirmed in
the case of spoken sarcasm, where Puhacheuskaya

and Jarvikivi (2022) found that having a foreign ac-
cent had a negative impact on irony understanding.

Recently, Abu Farha et al. (2022b) compared
human and machine performance on sarcasm de-
tection for both English and Arabic. In their work,
they compared human and machine performance
oniSarcasmEval’s dataset (Abu Farha et al., 2022a),
a first-party annotated sarcasm dataset, where la-
bels were provided by the authors of text them-
selves. Their analysis shows that sarcasm detection
is challenging for humans, who perform nearly as
well as state-of-the-art models. They also analysed
error patterns for both humans and machine mod-
els. Based on their analysis they suggest avoiding
third-party annotations for subjective tasks, build-
ing models and datasets that are better able to rep-
resent and utilise contextual information, and build-
ing better representations for proverbs and idioms
which are heavily used to express sarcasm.

Our study adds to this line of work by focus-
ing on Arabic and its dialects. In our work, we
study how dialectal variation and familiarity affect
human’s ability to understand sarcasm.

3 Methodology

In this section, we describe our methodology for
the analysis of dialects comprehension during data
annotation tasks. We initially discuss the dataset
we used and its ground-truth labels. Then we ex-
plain collecting third-party labels from annotators
of different dialects, which will be compared later
to the ground-truth labels for the analysis process.

3.1 Dataset

We use SemEval-2022 Task 6, iSarcasmEval,
datasets (Abu Farha et al., 2022a). The shared-task
includes three subtasks: sarcasm detection (sub-
task A), sarcasm category classification (subtask
B), and pairwise sarcasm identification (subtask
C). Subtasks A and C cover both English and Ara-
bic, while subtask B is English only. The reason
we chose iSarcasmEval’s dataset is that the labels
were provided by the authors themselves, which
would make them more reliable than if they were
provided by third-party annotators. For this work,
we use the test set of Arabic subtask A (sarcasm
detection). The test set consists of 1400 sentences,
200 of which are sarcastic and 1200 non-sarcastic.
Each of the sentences has two labels provided by
the author of the sentence: the dialect of the sen-
tence (out of five dialects) and whether the sentence
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is meant to be sarcastic or not. Table 1 shows the
statistics over the available dialects.

Dialect ‘ Total Sarcastic Non-sarcastic
Nile Basin | 520 131 389
MSA 482 16 466
Gulf 176 10 166
Levant 168 22 146
Maghreb 54 21 33

Table 1: Distribution of the dataset over the dialects.

3.2 Third-party Annotations

To analyse the performance of speakers of different
dialects, we collected third-party annotations using
Appen? platform. For each sentence, we collected
five annotations. We allowed only native Arabic
speakers to participate. Before starting the annota-
tion process, each annotator is presented with test
questions and only those who answer all the ques-
tions correctly would be allowed to participate in
the annotation process. The test questions were
sampled from a set of sentences that are clearly
sarcastic/non-sarcastic. We used this approach to
make sure that the annotators are not giving ran-
dom answers and to avoid introducing any bias
before the annotation. For each sentence, we asked
annotators to provide the following:

» Sarcasm label indicating whether the text is
sarcastic or not.

* Dialect label out of five: MSA, Egyptian
(Nile), Gulf, Levantine, and Maghrebi.

¢ Mother dialect, which is the dialect the anno-
tator grew up speaking.

¢ Known dialects, which are the dialects the
annotator is familiar with.

¢ Gender of the annotator (either male or fe-
male).

A total of 22 annotators participated in our survey,
15 males and 7 females. Table 2 provides the distri-
bution of the annotators according to their mother
dialect and the dialects they are familiar with.

In the following sections, we provide an in-depth
analysis of how each group of annotators of a given
dialect performed in the labelling task of dialects
and sarcasm.

2https://appen.com

Dialect Mother dialect Known by
Nile Basin 11 21
Levant 6 10
Gulf 1 7
Maghreb 4 5
MSA - 16

Table 2: Annotators’ details. The table shows the num-
ber of annotators who speak a specific dialect as a
mother tongue and the number of annotators who men-
tioned that they know a specific dialect.

4 Results and Analysis
4.1 Dialect Identification

Figure 1 shows the accuracy of annotators in iden-
tifying the dialects. From the figure, it is clear the
annotators, except Egyptian speakers, were able
to identify MSA. Egyptian and Gulf speakers per-
formed best on their dialect. Levantine and Ma-
grhebi speakers performed better on dialects other
than their own. Figure 2 shows the distribution
of assigned dialect labels compared to the original
ones. The results show that Egyptian and MSA
are the easiest to identify. However, the annotators
seem to confuse other dialects, especially Levan-
tine and Maghrebi. Figure 3 provides a clearer pic-
ture of how speakers of one dialect identified other
dialects. As shown in Figures 3a and 3c, Egyptian
and Gulf speakers excel at identifying texts in their
dialect. Figure 3d shows that Maghrebi speakers
seem to confuse their dialect with MSA. Levantine
speakers (Figure 3b) seem to confuse their dialect
with the Gulf dialect. Similar to Figure 2, most
annotators tend to easily identify MSA, except for
Egyptian speakers who confuse it for Egyptian di-
alect. Gulf speakers seem to confuse Levantine and
Maghrebi for the Gulf dialect.

o A 6% 32% 3% 37% 80
z IO (336) | (352) (108) | (964)
[ 53% 29% 61% 73% -60
55 [CUIN (280) (INEE) (844)
©
[+
s 20% 89% 29% 66% -40
3 (76) (62) A7) (153)
q
2 1% 7% 20
2 (148) (449)
=

Nile Levant Gulf
Dialect

Maghreb MSA

Figure 1: Dialect identification accuracy of annotators
speaking different dialects. Annotation counts are indi-
cated in brackets.
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Nile Levant Gulf Maghreb MSA

Original Dialect

Figure 2: Assigned dialect labels vs the original ones.
Annotation counts are indicated in brackets.

4.2 Sarcasm Detection

The effect of identifying dialects might be mild on
the task of annotation itself. Thus, we examined
the annotators’ performance on the subjective task
of sarcasm detection, which requires annotators to
be able to understand the text to provide correct
labels and is found to be a highly challenging task
for annotators in different languages (Abu Farha
et al., 2022b). Table 3 shows the annotators’ per-
formance on sarcasm detection. From the table,
Levantine speakers seem to perform better on this
task, followed by Gulf speakers. In order to have a
better understanding, we analyse the performance
over each dialect. Figure 4 shows the performance
of speakers of a specific dialect on all the dialects.
The figure shows F'15%7¢@sti¢ score and the num-
ber of annotations for the respective dialect. The
results show that speakers of the Egyptian (Nile)
dialect struggle to detect sarcasm written in MSA.
Also, speakers of Maghrebi and Egyptian dialects
struggle to identify sarcasm expressed using the
Gulf’s dialect. The results show that Levantine
and Gulf speakers perform relatively well on all
the dialects. Generally, the annotators achieved the
highest score when the text was in Egyptian or their
mother dialect.

Speaker’s dialect ‘ F1-sarcastic

Nile Basin 0.50
Gulf 0.53
Levant 0.58
Magreb 0.48

Table 3: Sarcasm detection performance (F1-sarcastic)
of speakers of different dialects.

4.3 Sarcasm Detection - Dialect Familiarity

Figures 5a and 5b show the performance of an-
notators in two cases: when the text’s dialect is

one that they are familiar with and when it is not.
When considering the case when the text’s dialect
is one that the annotators are familiar with (Figure
Sa), the annotators have the highest performance
on the Egyptian (Nile) dialect. These scores in-
dicate that the annotators are truly familiar with
the Egyptian (Nile) dialect. When looking at the
cases where people are unfamiliar with the dialect,
the performance is inconsistent. For example, the
performance of Maghrebi speakers on texts in Lev-
antine is higher for annotators who indicated that
they are not familiar with the Levantine dialect. An-
other example is Levanbine speakers’ performance
on Maghrebi texts. Such inconsistencies indicate
that some annotators might have provided a guess
regarding the sarcasm label or that they underesti-
mated their familiarity with the respective dialect.

Figures 6a and 6b show the performance when
the annotators identified the dialects either cor-
rectly or incorrectly. The figures show that the
performance is generally higher when the annota-
tors identify the dialect correctly. This goes along
with the previous observation that the annotators
performed better on dialects they are familiar with.
The exceptions are the performance of Levantine
speakers on Maghrebi dialect, Maghrebi speakers
on Levantine, and Nile speakers on Gulf dialect.
Levantine speakers performed slightly better on
MSA when they incorrectly identified the dialect.
This goes along with the previous observation that
indeed some annotators might be guessing the la-
bels.

4.4 Sarcasm and Gender

We further analysed the performance of annotators
based on their gender. Figure 7 shows the perfor-
mance over dialects based on the annotators’ gen-
der. From the figure, it is noticeable that females
perform better than males at detecting sarcasm. Fe-
males performed better than males on all dialects
except MSA where the performance is quite com-
parable.

5 Discussion

In this section, we provide a discussion of the re-
sults mentioned in Section 4. We also revisit and
answer our research questions as follows:

RQ1: How do speakers of different dialects un-
derstand other dialects? There are some similarities
between dialects and, to some extent, people speak-
ing different dialects can understand each other.
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(c) Gulf speakers.
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(d) Maghrebi speakers.

Figure 3: Dialect identification performance of speakers of different dialects. The table shows the assigned dialect
labels vs the original ones for speakers of each dialect. Annotation counts are indicated in brackets.
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Figure 4: Sarcasm detection performance (F1-sarcastic)
of different dialects speaker on each dialect. Original di-
alect labels were used. Annotation counts are indicated
in brackets.

However, as shown in Section 4.1, annotators tend
to confuse some dialects for different ones. For
example, Egyptian speakers tend to over-identify
their own dialect, assuming that more than 50% of
other dialects to be Egyptian. This observation is
similar to the behaviour observed in (Zaidan and
Callison-Burch, 2014). Similar behaviour is ob-
served with Gulf speakers towards Levantine. Such
over-identification behaviour, and given the large
number of Egyptian annotators, might introduce

bias into datasets. Egyptian, Gulf, and Maghrebi
speakers tend to perform better on their dialect.
Levantine speakers’ performance was inconsistent
and they seemed to confuse Levantine for Gulf.
This could be due to the spectrum of variation
within the Levant countries from north to south,
where the southern Levantine dialect is closer to
the Gulf dialect.

The confusion between the dialects might be due
to the fact that these dialects share many words or
the differences are mostly phonological. Also, due
to the slight differences between dialects’ orthogra-
phy, annotators might confuse sentences in dialects
they are unfamiliar with and assign them to a differ-
ent one. This phenomenon is clear in section 4.3,
where Levantine speakers had better performance
on MSA for sarcasm detection, but they assigned
an incorrect dialect label.

RQ2: How do speakers of different dialects per-
form on the sarcasm detection task? As discussed
in Sections 4.2 and 4.3, annotators tend to better un-
derstand sarcasm expressed in their dialect. This is
due to the fact that annotators unfamiliar with a di-
alect would struggle to grasp the complete meaning
of a sentence. Also, the fact that sarcasm usually
relies on cultural references that can be specific to
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Figure 5: Sarcasm detection performance (F1-sarcastic) of speakers of different dialects. Annotation counts are

indicated in brackets.
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Figure 6: Sarcasm detection performance (F1-sarcastic) when based on their prediction of the dialect. Annotation
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Figure 7: Sarcasm detection performance (F1-sarcastic)
based on the annotators’ gender. Annotation counts are
indicated in brackets.

a region/dialect means that people unfamiliar with
the dialect would not be able to understand such ref-
erences. This observation aligns with the findings
in (Oprea and Magdy, 2020b), where the authors
found that English language nativeness and country
are significantly influential on sarcasm understand-
ing. Indeed, these factors should be considered
when collecting third-party annotations for Arabic

data. Although there are many shared linguistic and
cultural aspects among Arabic speakers, there are
still some local differences. Those are embodied
in culture, traditions, and dialects. Thus, it is nec-
essary to have native speakers, who are aware and
familiar with these differences, annotating subjec-
tive and linguistically complex data like sarcasm.

RQ3: Is there a correlation between gender and
the performance of an annotator on the sarcasm
detection task? Based on the results in Section 4.4,
female annotators seem to detect sarcasm better
than male annotators. With the small number of an-
notators and the available data, we cannot provide
an explanation for this observation. Future works
should consider studying this in a better-designed
setup that considers other factors such as educa-
tional background and personality traits.

We hope the findings of our study here will be
of large benefits for researchers who work in the
field of Arabic NLP, especially when applying data
annotations. We have shown that dataset creators
need to be careful when appointing annotators for
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labelling Arabic data. Our findings can act as a
guide to appoint annotators with the suitable dialec-
tal background for annotating data in each dialect.

6 Conclusions

In this paper, we analyse how Arabic speakers un-
derstand and identify other dialects in written text.
We also analyse human performance on sarcasm
detection and compare it across different dialects.
We use SemEval’s 2022 task 6 dataset, which has
first-party sarcasm and dialect labels. Our analysis
shows that the performance of annotators varies
based on the annotators’ familiarity with the text’s
dialect. Also, our analysis shows that annotators
might not be familiar with the text’s dialect and
would confuse it with a different one. Our results
also show that females are more likely to under-
stand sarcasm compared to males. Based on the
analysis, it is clear that dialect familiarity affects
how annotators understand texts and their perfor-
mance on a specific task. Consequently, we recom-
mend that Arabic dataset creators should consider
collecting annotations from native dialect speakers,
which would guarantee higher-quality labels.

Limitations

The main limitation of our work is the number of
annotators. In our work, we had only one speaker
of the Gulf dialect. Future works should consider a
larger sample size with a uniform distribution over
the dialects. Another limitation is that we used the
five major dialects. However, there are dialectal
variations within these regions which should be
considered. Finally, we only analysed the quality
of the labels on sarcasm detection; future works
should consider other tasks.
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