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Abstract

Among mental health diseases, depression is
one of the most severe, as it often leads to
suicide which is the fourth leading cause of
death in the Middle East. In the Middle East,
Egypt has the highest percentage of suicidal
deaths; due to this, it is important to identify
depression and suicidal ideation.! In Arabic
culture, there is a lack of awareness regard-
ing the importance of diagnosing and living
with mental health diseases. However, as noted
for the last couple of years people all over the
world, including Arab citizens, tend to express
their feelings openly on social media. Twitter
is the most popular platform designed to en-
able the expression of emotions through short
texts, pictures, or videos. This paper aims to
predict depression and depression with suici-
dal ideation. Due to the tendency of people to
treat social media as their personal diaries and
share their deepest thoughts on social media
platforms. Social media data contains valuable
information that can be used to identify users’
psychological states. We create the AraDepSu
dataset by scrapping tweets from Twitter and
manually labeling them. We expand the di-
versity of user tweets, by adding a neutral la-
bel (“neutral”) so the dataset includes three
classes (“depressed”, “suicidal”, and “neutral”).
Then we train our AraDepSu dataset on 30+
different Transformer-based models. We find
that the best-performing model is MARBERT
with accuracy, macro-average precision, macro-
average recall, and macro-average F1-score val-
ues of 91.20%, 88.74%, 88.50%, and 88.75%.

1 Introduction

The well-being of a person comprises physical
health and mental health. The mental health of a
person shows the individual’s state of mind. Mental
disorders are a worldwide health problem affecting
a large number of people and causing numerous
deaths every year (Musleh et al., 2022).

'Suicide: The Fourth Cause of Death Among Young Peo-
ple. URL: https://www.bbc.com/arabic/59568886.

Depression is one of the most well-known men-
tal health disorders and it is considered a major
issue for mental health practitioners. Depression
is a mood disorder that causes a persistent feeling
of sadness and loss of interest. Also called a major
depressive disorder or clinical depression. It affects
how you feel, think and behave and can lead to a
variety of emotional and physical problems. Fortu-
nately, it is also treatable especially if we identify
it in the early stage.” In Arabic culture, early diag-
nosis of mental illness is difficult, because of the
stigma of mental illness and lack of awareness in
the field of psychiatry.> Depression has become a
silent killer as it increases suicide risk. *

People tend to express their feelings openly on
social media, especially on Twitter. Twitter pro-
vides a platform where users share their thoughts,
emotions, feelings, and expressions. These tweets
can aid in determining a person’s thought process,
mental health, and behavioral traits.

In this paper, our objective is to come up with
a methodology to accurately classify and analyze
Arabic tweets. We classify whether they are suf-
fering from depression or depression with suicidal
ideation which can help prevent suicidal deaths.
We focus on the potential of Natural language pro-
cessing (NLP) and machine learning techniques
that can be utilized in the mental health field. NLP
is very helpful when it comes to understanding the
context of natural human language. As a result, it
extracts latent meaning from text and creates Al-
based solutions using text data available on social

“What is Depression? URL: https://psychiatry.org/
patients-families/depression/what-is-depression.

SEgypt: Mental health barriers URL:
https://english.ahram.org.eg/NewsContent/
50/1209/422608/A1Ahram-Weekly/Focus/
Egypt-Mental-health-barriers.aspx.

*Mental Health and Substance Abuse: Does Depression
Increase The Risk For Suicide? URL: https://www.hhs.
gov/answers/mental-health-and-substance-abuse/
does-depression-increase-risk-of-suicide/index.
html.
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media platforms.

2 Background

Depression is considered a global concern. It is a
very common illness, as it affects people across all
nations. Approximately 280 million people have re-
cently been afflicted with depression in the world.
Depression can cause the affected person to suffer
greatly and function poorly at work, at school, and
in the family. At its worst, depression can lead to
suicide. Over 700,000 people die due to suicide
every year.

Depression is different from usual mood fluctua-
tions and short-lived emotional responses to chal-
lenges in everyday life.® It comes in many forms,
each accompanied by its own symptoms. The most
common and known form is major depressive dis-
order (MDD), which influences the ability of indi-
viduals to do daily tasks (Aldarwish and Ahmad,
2017). Depression does not have a target age, as
it may begin at a young age. Curbing depression
is essential to saving people’s lives (Marcus et al.,
2012).

In Arabic culture, the stigma on mental illness is
deeply entrenched, and there is a lack of awareness
regarding this issue. The review reveals that be-
yond society and culture, the persistence of mental
illness stigma. In the Arab world may be explained
by inefficient monitoring mechanisms of mental
health legislation and policies within the healthcare
setting (Merhej, 2019).

3 Related Work

This section presents a summary of prior studies
that have been conducted on the prediction and
monitoring of depression and suicide using social
media.

Various related data have been in the literature
for the prediction of depression via various ap-
proaches. Two main strategies were reported in
the literature to collect data and detect depression
through social media.

The first strategy is crowd-sourcing data collec-
tion from social media publicly available. This
allows researchers to cheaply outsource simple

Snstitute of Health Metrics and Evaluation. Global Health
Data Exchange. URL: http://ghdx.healthdata.org/
gbd-results-tool?params=gbd-api-2019-permalink/
d780dffbe8a381b25e1416884959e88b.

SWorld Health Organization: Depression.
https://www.who.int/news-room/fact-sheets/
detail/depression.

URL:

tasks or questionnaires, and gather data in real-
time. It also helps to obtain far more numerous and
widespread observations than in traditional data
collection given its relatively low cost. The crowd-
sourcing strategy is mainly conducted in two stages
(De Choudhury et al., 2013a,b). First, responses
from an online clinical depression survey are gath-
ered. Then, contents are collected by accessing
the Twitter data of the consented participants. This
main strategy limitation is time-consuming.

The second alternative strategy is characterized
by gathering data quickly and cheaply (Copper-
smith et al., 2014). As such, the data is collected di-
rectly from social media that are publicly available
for participants with self-identified mental illnesses.
The disadvantage of this strategy is its low reliabil-
ity. Unfortunately, very few of these collected data
and applied models were found in Arabic.

Conducting a sentiment analysis of texts in the
Arabic language is more complex than that directed
toward English texts. That is because the Arabic
language is characterized by more forms than other
languages. The formal variant of Arabic is Modern
Standard Arabic (MSA), but this is rarely used in
spoken interactions. The most frequently used in-
formal variant is Dialectal Arabic (DA), especially
for communication purposes. A total of 30 major
Arabic dialects differ from MSA, the approaches
used to translate difficult MSA terms are ineffective
when applied to DA translation. Recently, Arabic
researchers have developed solutions for different
dialects, but these remain minimally inaccurate and
cover only a few dialects (Al-Twairesh et al., 2017).
Our work mainly focuses on Egyptian Dialectal
with it the most studied and widely spoken DA.

A common challenge that faces most depression
detection trials is to identify the symptoms of men-
tal illness in online health communities. This is
due to the symptom overlapping between multiple
mental illnesses. To the best of our knowledge, no
previous trials went deeply into the Arabic Twit-
ter data for detecting whether a user’s tweet is de-
pressed or depressed with suicidal ideation. To fill
this literature gap, our solution helps in detecting
signs relevant to depression using Arabic language
tweets. To avoid the limitations related to data
collection we faced in the beginning, we combine
low-cost and reliable data collection strategies. We
collected more than 20k tweets data from public
tweets and labeled them manually.
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Dataset Number of examples
ArTwitter (Abdulla et al., 2013) 3,543
TEAD (Abdellaoui and Zrigui, 2018) 2,000
BRAD (Elnagar et al., 2018) 2,000
ASTD (Nabil et al., 2015) 1,590
Total 9,133

Table 1: Number of examples from different datasets.

Figure 1: Word clouds for different classes in the
AraDepSu dataset. Top: Depression words. Mid-
dle: Suicidal ideation words. words. Bottom: Non-
depression words

4 Data

4.1 Data Collection

We extracted more than 10k tweets from differ-
ent users with special keywords to get tweets with
depression and suicidal ideation, posted between
2016 and 2022. We added to our dataset 1,230
records from the available data of the Modern Stan-

dard Arabic mood changing and depression dataset
(Maghraby and Ali, 2022). Table 2 shows some of
the depression keywords and Table 3 shows some
of the depression with suicidal ideation keywords.
Tweets in this study were a mixture of Modern
Standard Arabic and Arabic dialects. Similar to the
previous work on depression detection on English
datasets (Babu and Kanaga, 2022), we collected
data from different sentiment analysis datasets as
shown in Table 1.

4.2 Cleaning and Pre-Processing Data

Our dataset annotation procedure includes two
phases. In the first phase, we sanitized each tweet
so that they do not contain irrelevant text, so they
would be suitable input for our various models.
First, we removed hyperlinks because they do not
add much to the actual content of the tweet. Then,
we removed empty columns and duplicate records.

4.3 Manually Labeling Process

In the second phase, each record is labeled by one
category name, whether it is depression, depres-
sion with suicidal ideation, or non-depression. The
annotators followed the authors’ instructions in la-
beling the data. Each record was labeled by a single
annotator. Then, the authors revised the annotated
data sample by sample. In case of disagreement,
the authors’ decision is favored. Finally, we ob-
tained a dataset with 20,213 tweets 5,472 classified
with depression, 2,167 with suicidal ideation, and
12,574 as non-depression as shown in Table 4

In Figure 1 we show the word clouds for the dif-
ferent classes in AraDepSu dataset. The keywords
for the depression class are highlighted in the de-
pression words such as “life is hard”, “I want to
cry" and similar keywords. We observe the same
kind of keywords for the suicidal ideation class
such as “ kill my self”, “I wan to die” and sim-
ilar keywords. For the non-depression class, the
highlighted keywords are not relevant to a specific
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Keyword Example
O Sl For g A e s cday g Cud
Exhausted I am exhausted and fed up with everything.
e o el olis e, fe asly sl ol g sl ol LB bl
Depressed Iam geverely dep"ressed, just trying to withstand it for my family’s sake
e N S RN P N
Broken You might think I’m strong and steady when in fact I’'m broken and weeping.
& PUly 03 F n ol Gle e o ly (5l 5 pekey & m U
Miserable I’m so miserable and defeated,I do not even know how to escape from all this and just sleep
glﬁl{\ s y\i‘.ﬂ Ty
Depression I have severe dep"ression
dmw".xs V.,\pcodju\fjdudjdmj.,\sduwdf‘@;\sd
No one loves me I just want to know, why no one loves me as much as I do and I do not matter to anyone?
Ll oyle {.U‘j‘ sl oyle U
Want to Cry I want to cry or sleep
Table 2: Examples for depression from the annotated corpus.
Keyword Example
Al e sty o Sgel 5 231 e
I want to commit suicide I want to commit suicide and just end my life
= B ST s il ok BT 5 o5 S5
kill myself It is either killing myself or kﬁling myself there is no other option.
~b 50 Wy cond axlpe 231 (50
I want to commit suicide I want to commit suicide, honestly I'm tired, I swear
Q}«o\ J'i\s Qyol)i\.r- J\ab \fj d\'a\.o N
I want to die No past no future, I want to die.
sl Ble o a8 sl Bl o W 0 b e
I don’t want to live Just kill me God, I do not want to live anymore that is enough.
Al K Al Kayy Jamy S5
Thinking about committing suicide Crying and thinking about committing suicide
da ook ey o § e el e s oL
Just take me God Just take me God f;on{ this family as soon as possible

Table 3: Examples for depression with suicidal ideation from the annotated corpus.

topic.
5 Experiments and Results

5.1 Dataset

The final dataset consists of 20,213 tweets divided
into 15,159 training tweets and 5,054 testing tweets.
Table 4 provides the statistical details of the dataset.

5.2 Models

In our experiments, we use the following models:

5.2.1 mBERT

Multilingual BERT model (Devlin et al., 2018), is
a single language model pre-trained from monolin-
gual corpora on data from the Wikipedia dumps of
104 languages.

5.2.2 GigaBERT

GigaBERT is a customized bilingual BERT for En-
glish and Arabic. We use two variants of this model,
GigaBERT-v3 and GigaBERT-v4. GigaBERT-v3
is a customized bilingual BERT for English and
Arabic. It is pre-trained on a large-scale corpus
with 10B tokens. GigaBERT-v4 is a continued pre-
training of GigaBERT-v3 on code-switched data
(Lan et al., 2020).

5.2.3 XLM-RoBERTa

XLM-RoBERTa is an Unsupervised Cross-lingual
Representation Learning at Scale (Conneau et al.,
2019). This model is pre-trained on 2.5TB of fil-
tered data containing 100 languages. We use two
variants of this model, XLM-RoBERTa-base, and
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Set Non-depression | Depression | Depression With Suicidal Ideation | Total
Training 9,408 4,117 1,634 15,159
Testing 3,166 1,355 533 5,054
Total 12,574 5,472 2,167 20,213

Table 4: Distribution of depression and depression with suicidal ideation.

Model Precision | Recall | F1-Score | Accuracy
mBERT 84.25 87.04 85.55 87.93
GigaBERT(v3) 86.21 87.44 86.80 88.90
GigaBERT(v4) 87.05 87.59 87.32 89.35
XLM-RoBERTa-base 86.32 87.31 86.79 89.06
XLM-RoBERTa-large 85.95 87.28 86.59 88.88
AraBERT-base(v01) 86.23 86.39 86.30 88.66
AraBERT-base(v1) 85.78 86.78 86.27 88.29
AraBERT-base(v02) 87.42 87.75 87.58 89.73
AraBERT-base(v02)-twitter 87.02 88.66 87.81 89.73
AraBERT-base(v2) 86.36 86.15 86.25 88.68
AraBERT-large(v02)-twitter 87.48 88.33 87.90 89.93
AraELECTRA(discriminator) 86.36 87.97 87.14 89.24
AraELECTRA(generator) 82.82 87.27 84.78 87.34
Arabic BERT-base 86.05 86.78 86.41 88.52
Arabic BERT-mini 83.80 86.23 84.94 87.67
Arabic BERT-medium 84.97 84.82 84.89 87.57
Arabic BERT-large 86.64 86.91 86.76 88.74
Arabic ALBERT-base 85.86 86.38 86.12 88.43
Arabic ALBERT-large 86.43 86.01 86.20 88.48
Arabic ALBERT-xlarge 86.82 85.62 86.21 88.70
MARBERT 88.74 88.50 88.75 91.20
MARBERT(v2) 87.75 88.50 88.12 90.07
ARBERT 86.42 86.21 86.31 88.60
QARIB 88.20 88.26 88.23 90.13
AraGPT2-base 83.34 85.70 84.45 86.94
AraGPT2-medium 81.08 83.57 82.31 83.83
AraGPT2-large 83.97 84.60 84.26 84.67
AraT5-base 84.44 88.68 86.35 88.70
AraT5-msa-base 82.74 88.66 85.26 87.73
AraT5-tweet-base 86.06 88.93 87.40 89.65
AraT5-msa-small 74.90 82.77 77.74 81.58
AraT5-tweet-small 80.47 85.95 82.12 85.26

Table 5: Performance comparison of different models on our dataset.

XLM-RoBERTa-large.

5.2.4 AraBERT

AraBERT is an Arabic pretrained language model
based on Google’s BERT architecture and uses the
same BERT-Base config (Antoun et al.). There
are many versions of the model. AraBERTVO0.1

and AraBERTV1, with the difference being that
AraBERTV1 uses Farasa Segmenter (Durrani and
Mubarak). AraBERT(v01/1) was trained on 23GB
of text while AraBERT(v02/2) was trained on
77GB of text. AraBERTvO0.2-Twitter-base/large
are two new models for Arabic dialects and tweets.
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They are trained on 60M Arabic tweets with emo-
jis in their vocabulary in addition to common
words that were not present at earlier versions.
We use many variants of this model, AraBERT-
base(v01/1/02/2) and AraBERT-base/large(v02)-
twitter.

5.2.5 AraELECTRA

ELECTRA is a method for self-supervised lan-
guage representation learning. AraELECTRA
was trained on the same 77GB of text used for
AraBERT (Antoun et al., 2021a). We use two vari-
ants of this model, AraELECTRA generator and
AraELECTRA discriminator.

5.2.6 Arabic BERT

Arabic BERT Base model was pretrained on 8.2
Billion words of the Arabic version of OSCAR
(Suarez et al., 2020) filtered from Common Crawl
and a recent dump of Arabic Wikipedia and other
Arabic resources which sum up to 95GB of text
(Safaya et al., 2020). We use four variants of this
model, Arabic BERT-base/mini/medium/large.

5.2.7 Arabic ALBERT

An Arabic edition of ALBERT model which was
pretrained on 4.4 Billion words from the Arabic
version of the unshuffled OSCAR corpus (Suérez
et al., 2020) and the Arabic Wikipedia (Safaya,
2020). We use three variants of this model, Arabic
ALBERT-base/large/xlarge.

5.2.8 ARBERT and MARBERT

ARBERT and MARBERT are based on the BERT-
base architecture. ARBERT is a language model
that is focused on Modern Standard Arabic (MSA)
and was trained on 61GB of text from news articles.
MARBERT is a language model that is focused
on both Dialectal Arabic (DA) and MSA. MAR-
BERT was trained on randomly sampled 1B Ara-
bic tweets from a dataset of about 6B tweets, the
dataset makes up 128GB of text. (Abdul-Mageed
et al., 2021). MARBERTYV2 was further trained on
the same data as ARBERT in addition to AraNews
dataset (Ali et al., 2021).

5.29 QARiB

QARIB is a QCRI Arabic and Dialectal BERT
model, which was trained on 420 Million tweets
and 180 Million sentences of text (Abdelali et al.,
2021).

5.2.10 AraGPT2

AraGPT?2 is an advanced Arabic language genera-
tion model, trained from scratch on a large Arabic
corpus of internet text and news articles (Antoun
et al., 2021b). We use three variants of this model,
AraGPT2-base/medium/large.

5.2.11 AraT5s

AraT5 Text-to-Text Transformers for Arabic Lan-
guage Generation that is focused on both Dialectal
Arabic (DA) and MSA. AraT5-MSA was trained
on 70GB of text. AraT5-Tweet was trained on
178GB of text (Nagoudi et al., 2022).

5.3 Hyper-parameters Setting and Evaluation

In our experiments, we use the implementation pro-
vided by HuggingFace Transformers library (Wolf
et al., 2019). We train our models for 5 epochs
with a learning rate of 2e—5 and a maximum se-
quence length set to 128 tokens. Table 5 shows the
results of different models on our dataset. The best-
performing model is MARBERT with a macro-
average F1-score of 88.75%.

6 Discussion

Models pre-trained on multiple languages
Table 6 compares the models pre-trained on mul-
tiple languages. GiagBERT outperforms mBERT
and XLLM-RoBERTa on AraDepSu dataset. We
think the reason is that AraDepSu contains Arabic
dialectic tweets and GiagBERT is trained only on
English and Arabic data.

Models pre-trained on tweets
Table 7 compares the models pre-trained on tweets
with the nWords of the pre-trained dataset and the
f1-score results. MARBERT outperforms AraT5
even though it is trained on more data. We think the
reason is that the majority of AraT5-tweet data is
MSA according to the analyses done by (Nagoudi
et al., 2022), and the majority of our dataset is from
dialect tweets.

Models pre-trained on Modern Standard Ara-
bic
Table 8 compares the models pre-trained on MSA
with the size of the pre-trained dataset. AraBERT-
base(v02) outperforms models pre-trained on larger
datasets. In these models, the performance relies
more on the architecture than on the dataset size.

Qualitative Evaluation As shown in the study,
pre-trained models produced reliable results and
accuracy. However, there were some drastic dif-
ferences in their training circumstances. As stated
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Model Pre-trained languages | F1-Score
mBERT 104 85.55
GigaBERT(v3) En-Ar 86.80
GigaBERT(v4) En-Ar 87.32
XLM-RoBERTa-base 100 86.79
XLM-RoBERTa-large 100 86.59

Table 6: Comparison of different models pre-trained on multiple languages.

Model Pre-trained tweets | F1-Score
AraBERT-base(v02)-twitter 60M 87.81
AraBERT-large(v02)-twitter 60M 87.90
MARBERT 1B 88.75
QARIiB 420M 88.23
AraT5-tweet-base 1.5B 87.40
AraT5-tweet-small 1.5B 82.12

Table 7: Comparison of different models pre-trained on tweets.

Model DataSet Size | F1-Score
AraBERT-base(v01) 23GB 86.30
AraBERT-base(v1) 23GB 86.27
AraBERT-base(v02) 77GB 87.58
AraBERT-base(v2) 77GB 86.25
AraELECTRA (discriminator) 77GB 87.14
AraELECTRA((generator) 77GB 84.78
Arabic BERT-base 95GB 86.41
Arabic BERT-mini 95GB 84.94
Arabic BERT-medium 95GB 84.89
Arabic BERT-large 95GB 86.76
Arabic ALBERT-base 35GB 86.12
Arabic ALBERT-large 35GB 86.20
Arabic ALBERT-xlarge 35GB 86.21
AraGPT2-base 77GB 84.45
AraGPT2-medium 77GB 82.31
AraGPT2-large 77GB 84.26

Table 8: Comparison of different models pre-trained on MSA.

previously, the core difference is that MARBERT
focuses on Dialectic data in its training, while
AraBERT focuses on Modern Standard Arabic
(MSA) data. Since AraDepSu dataset is mainly
composed of scraped tweets, there were many dif-
ferent dialects. This justifies why MARBERT pro-
duced the best accuracy and is considered the best
model for this study.

We show in Table 9 the predictions of MAR-
BERT and AraBERT-base(v02) on some test tweets.

We observe that MARBERT excels with different
dialects and tricky tweets. Those tricky tweets may
address depression or suicidal depression in gen-
eral, but can not be used as evidence that the user
is depressed, or define their current state. This
may result in a conflict between the prediction and
the ground truth. The main reason for this error
was believed to be that the pattern the model was
searching for to label the string, as depression, for
example, was found successfully but the human
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Sentence Ground Truth Prediction Pre-trained Model
Data
aly d,\DjJ aeall 2 UGl el Non-depression Non-depression Dialectic MARBERT
1 feel that I love summer alone, I swear to God. Depression MSA AraBERT-base(v02)
Wl Bl Ul &)le pe gel o LW Jaie 157 K Non-depression Depression Dialectic MARBERT
It looks like I will not know what I want until I d“ie, Depression MSA AraBERT-base(v02)
Gl el Dot M QLA Non-depression Non-depression Dialectic MARBERT
At the end Layla will die and you will only see Bahar sad. Depression MSA AraBERT-base(v02)
= ‘u_é":JL"J b 00t b il Ul Depression Depression Dialectic MARBERT
I attract psychologically destructive people and this is annoying. Non-depression MSA AraBERT-base(v02)
cuddb ede ogel 13 Ay Il el gl WKl sy e Depression Depression Dialectic MARBERT
I feel my hand breaking, want to download Tik Tok before T di:e, I am so bored. Non-depression MSA AraBERT-base(v02)
sbs slay w5, Gilal Uy el Depression Depression Dialectic MARBERT
I am bored ;)f being upset, I want someone to be upset with me. Depression MSA AraBERT-base(v02)
V,a.\;‘\ 3 o,«\ 3 f.:\ Suicidal Ideation Suicidal Ideation Dialectic MARBERT
Is the only resort to commit suicide and end my life. Suicidal Ideation MSA AraBERT-base(v02)
JoS1 2le e Ul S ame 3L i 2y Suicidal Ideation | Suicidal Ideation Dialectic MARBERT
Life is too hard I do not want to continue with it. Suicidal Ideation MSA AraBERT-base(v02)
Wy 0,06 g0 oL O sl o el Yy gel 1 &6 Suicidal Ideation | Suicidal Ideation Dialectic MARBERT
I wish to die and not feel what I am feeiing now, Lord I just cannot anymore. Suicidal Ideation MSA AraBERT-base(v02)

Table 9: Qualitative Evaluation: Predictions of different models on sample tweets from the test data.

common sense factor was missing.

7 Conclusion

This study enables intelligent instruments to iden-
tify and predict depression symptoms and suicide
ideation from Arabic text based on depression-
related words. This paper proposed computational
approaches for the utilization of Arabic tweets. We
scraped data from tweeter with keywords that act
as depression triggers and labeled them manually.
In conclusion and based on the results discussed
above, Arabic people do share their feelings on
Twitter. The results prove that depressed people
show specific behaviors within their tweets. They
often use negative words to describe their symp-
toms, like suicidal thoughts or sleeping disorders.
We built a predictive model to predict whether
a user’s tweet is depressed or depressed with suici-
dal ideation. We examined the performance of all
the above classifiers using a dataset collected from
Twitter and labeled manually with truth labels (“de-
pressed”, “suicidal”, “neutral”’). We found the best
accuracy with the MARBERT classifier at 91.20%.
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Appendix

In figure 2, we show the confusion matrices for the
best model MARBERT and AraBERT. MARBERT
is the best model based on Dialectal Arabic and
AraBERT is the best model based on MSA. Both
models produce close results for the depression
class. However, the confusion between the non-
depression and suicidal ideation is more present in
the AraBERT confusion matrix.
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Figure 2: Top: MARBERT confusion matrix. Bottom:
AraBERT-base(v02) confusion matrix.
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