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Abstract

This paper sheds light on an in-progress work
for building a morphological analyzer for
Egyptian Arabic (EGY). To build such a tool, a
tag-set schema is developed depending on a
corpus of 527,000 EGY words covering
different sources and genres. This tag-set
schema is used in annotating about 318,940
words, morphologically, according to their
contexts. Each annotated word is associated
with its suitable prefix(s), original stem, tag,
suffix(s), glossary, number, gender,
definiteness, and conventional lemma and stem.
These morphologically annotated words, in
turns, are used in developing the proposed
morphological analyzer where the
morphological lexicons and the compatibility
tables are extracted and tested. The system is
compared with one of best EGY morphological
analyzers; CALIMA.

1 Introduction

After the emergence of social media networks, and
specially, after the Arab Spring revolutions, the
data has become available everywhere. This led to
have an increased attention in the field of Natural
Language Processing (NLP) for Colloquial Arabic
Dialects (CADs) where the adopted NLP tools for
Modern Standard Arabic (MSA) are not suitable to
process and understand them (Harrat, Meftouh, &
Smaili, 2017).

An important challenge for working on these
dialects is to create morphological analyzers or
tools that provide all possible analyses for a
particular written word out of its context (Salloum
& Habash, 2014) since it is an essential step in most
NLP applications such as machine translation,
information retrieval, text to speech, text
categorization ...etc. (Habash, Eskander, &
Hawwari, 2012).

Morphological segmentation is the process of
converting the surface form of a given word to its
lexical form with additional grammatical

information such as parts of speech, gender, and
number (Joseph & Chang, 2012). In Morphological
Analyzer (MA) tool, the morphemes along with
their morphological information of a given word
are provided for all its possible analyses out of its
context.

This paper presents an in-progress work for
building a morphological analyzer for Egyptian
Arabic. To build such a tool, a Part-of-Speech
(POS) tag-set schema is developed depending on
different criteria to be used in annotating our corpus
morphologically. The annotated data is used in
detecting the different analysis solutions of each
word, extracting the morphological lexicons and
the compatibility tables to allow only valid
morphological analysis solutions to be generated
by the proposed morphological analyzer.

The rest of this paper is organized as follows. In
Section 2, the related works are reviewed, then the
used corpus and the process of developing the tag-
set schema are discussed in Section 3. In Section 4,
the proposed morphological analyzer and the
prosses of the automatic extraction of the used
morphological tables and the compatibility tables
are discussed. The discussion of the system current
status, coverage and evaluation are reviewed in
Section 5. Finally, the discussion of conclusion and
future work are listed in Section 6.

2 Related Works

Whereas there are many trials for defining tag-set
schemas for MSA, for example, Khoja’s Arabic
Tag-set (Khoja, Garside, & Knowles, 2001; Khoja
S. , 2003), ARBTAGS Tag-set (Algrainy, 2008),
and Penn Arabic Treebank (PATB) Part-of-Speech
Tag-set (Maamouri & Bies, 2004), only few trials
interested in EGY; (Maamouri, Krouna, Tabessi,
Hamrouni, & Habash, 2012) who present a tag-set
schema (ARZATB tag-set) that is based on the
PATB guidelines (Maamouri M. , Bies, Krouna,
Gaddeche, & Bouziri, 2009). They compare tags
for Egyptian (ARZ) with those used in MSA. The
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tags specify the forms of the morphemes used in
constructing a word, but do not address
discrepancies between morpheme form and
functions. For example, the broken plural nouns in
this tag set are treated the same as singular nouns:
‘A /riggal+eh/  ‘men’ is tagged as
NOUN+NSUFF _FEM _SG. A new POS tag-set
(CAMEL POS) is opted to be used in (Khalifa, et
al., 2018). It is inspired by the ARZATB tag-set and
guidelines. It is designed as single tag-set for both
MSA and the dialects to facilitate research on
adaptation between MSA and the dialects, support
backward compatibility with previously annotated
resources and enforce a functional morphology
analysis that is deeper and more compatible with
Arabic morphosyntactic rules than form-based
analysis.

The lexicon and rules are the core knowledge
base of any morphological analysis/generation
system (Habash, 2010). The trials for modeling
dialectal Arabic (DA) morphology have followed
one of two directions. The first direction interested
in extending MSA tools to cover dialectal
phenomena. Some trials built their Egyptian
colloquial lexicon for morphological analyzer on
the top of Buckwalter Arabic Morphological
Analyzer (BAMA) Version 2.0 (Buckwalter,
2004); (Shaalan, Bakr, & Ziedan, 2007), (Abo
Bakr, Shaalan, & Ziedan, 2008), (Salloum &
Habash, 2011), (Habash, Roth, Rambow, Eskander,
& Tomeh, 2013), (Habash & Rambow, 2005), (Al-
Sabbagh & Girju, 2010), (Diab, et al., 2014),
(Maamouri M. , et al., 2006) and (Al Ameri &
Shoufan, 2021). The second direction interested in
modeling DA morphology directly; (Kilany, et al.,
2002), (Habash & Rambow, 2006), (Habash,
Eskander, & Hawwari, 2012), (Habash, Diab, &
Rambow, 2012), (Mohamed, Mohit, & Oflazer,
2012), (Eskander, Habash, & Rambow, 2013),
(Maamouri M. , et al., 2014), (Samih & Kallmeyer,
2017), (Zalmout, Erdmann, & Habash, 2018) and
(Habash, Marzouk, Khairallah, & Khalifa, 2022).

Handling the problem of lacking standard
orthography for colloquial Arabic dialects is very
important for building the morphological
analyzers. There are few works proposed the EGY
to offer a set of orthographic rules, standards, and
conventions for dialectal Arabic varieties;
(Darwish, et al., 2018) is an attempt to
conventionalize the orthography close to the
dialectal pronunciation as much as possible
regardless of the way a word is typically written.

(Habash, Diab, & Rambow, 2012) provides
detailed description of Conventional Orthography
for Dialectal Arabic (CODA) as applied to EGY. A
unified common set of guidelines and meta-
guidelines that help in creating dialect specific
conventions is presented in (Habash, et al., 2018)
applied to 28 Arab city dialects including Cairo,
Alexandria, and Aswan.

Lacking annotated resources considered as the
bottleneck for processing and building robust tools
and applications. =~ However, low-resource
languages still lack datasets, such as the Arabic
language and its dialects. EGY has received a
growing attention for building corpora that may be
useful for many purposes such as dialect
identification or sentiment analysis, for example,
but only (Abo Bakr, Shaalan, & Ziedan, 2008),
(Maamouri M. , et al., 2014), (Al-Sabbagh & Girju,
2012), (Bouamor, et al., 2018), and (Darwish, et al.,
2018) are interested in building multi-dialect,
multi-genre, morphologically annotated corpora
that include EGY.

However, these annotated corpora have few
shortcomings: none of them are freely available for
use; they also do not represent enough variety of
resource. Moreover, some of them normalize the
orthography to MSA-like standards which fail to
grasp the dialectal orthography differences, e.g.,
‘i /kitiir/ normalized as ‘5 /kaeir/. Since
MSA and the colloquials share a large proportion
of their lexicon, the MSA tags are considered as
much as possible as in (Maamouri, Krouna,
Tabessi, Hamrouni, & Habash, 2012) and (Khalifa,
etal., 2018). Nevertheless, we prefer to develop our
own tag-set schema since we differ from
(Maamouri, Krouna, Tabessi, Hamrouni, &
Habash, 2012) in that we detect the tag according
to its paradigmatic forms alongside its syntagmatic
functions, as in (Khalifa, et al., 2018), as much as
possible rather than depending on the morpheme
form only. In addition, we opted to add more
detailed tags in order to be more suitable to
describe EGY, such as adverb of time, adverbs of
place and adverbs of manner, and combine or split
other tags that are described in the previously
related-work tag-set schemas. Moreover, we feel
the need to build a larger and more robust corpus,
adding more various resources and genres.
Consequently, this motivates us for building a new
morphologically annotated resource for EGY to
help in building the proposed morphological
analyzer. It provides the conventional orthography
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guidelines and develops a more suitable POS tag
set for the EGY. For accessing our corpus, follow
the link in®.

3 The Corpus

The corpus used in developing the tag-set schema
and the morphological analyzer consists of about
527,000 words representing about 82,700 tokens.
The texts were selected from different sources such
as social media, books and other web articles
written in EGY (From Jan 2011- June 2019). In
addition, these selected texts cover more than one
genre. Lack of the standard orthography form in
dialectal Arabic is handled by assigning for each
word the conventional EGY Lemma and the
conventional stem to be close to the EGY
pronunciation as much as possible regardless the
way a word is typically written. To improve the
speed and accuracy of the manual morphological
annotation, an interface is developed that allows
the annotators to concentrate on the task of
providing the best morphological analysis of each
word according to its context. Six skilled linguistic
annotators are trained to morphologically annotate
the corpus. The conventional orthography
guidelines, the annotation process and the inter-
annotation agreement are reviewed in (Fashwan &
Alansary, 2021).

3.1 The Morphological Features

The morphological annotation process includes
adding features to a word in context, including its
morphology, semantics, and other aspects. In the
current used corpus, each document is saved in a
database where there are several features that are
added to each word. These features are: Raw Word,
Edited Word, EGY Conventional Lemma, MSA
Lemma, Person, Gender, Number, Definiteness,
Gloss, POS tags and Conventional Stem.

The EGY Conventional Lemma is detected
depending on the conventional orthography
guidelines discussed in (Fashwan & Alansary,
2021). It is undiacritized, in this stage, due to the
difference in the pronunciation among EGY sub-
dialects, which is reflected in how a word may be
diacritized, but, in the next stage, it is planned to be
diacritized depending on one variety.

Not all EGY Lemmas have a corresponding
MSA Lemma. For example, the origin of the word
/maeSelif/ ‘Gil=e’ ‘sorry/excuse’ is /ma: Seelajhi

! https://forms.gle/3cpulorvydohrosB9

J&j?/ ‘e i 4de W In this case, the MSA Lemma is
assigned as combined ‘CMB’. It is worth
mentioning that not all combined words are
handled in the same manner; some words are split
into more than one word assigned with their
suitable POS tags according to the conventional
orthography guidelines. Another case is the
loanwords that are adopted in EGY and do not have
MSA Lemma, for example, the word /nifzjjaer/
¢ 38 ‘we share’. In this case, the MSA Lemma is
assigned as ‘LNW’. In addition, there are some
words that are used in EGY, but its linguistic source
is unknow. These words may have a counterpart
meaning in MSA, consequently, the MSA Lemma
is assigned. For example, the counterpart MSA
lemma of the word /?iddee:/ ‘sl “give;provide’ is
[RaeStee:/ ‘el

The Gender takes two values: 1) “M” for
Masculine, or 2) “F” for Feminine. The number
takes one of four values: 1) “S” for Singular, 2)
“D” for Dual, 3) “P” for Plural, or 3) “B” for
Broken Plural /j&em$ at-teksi:r/ ‘mSill aen’. The
Definiteness takes one of three values: 1) “D” for
Definite, 2) “I” for Indefinite, or 3) “E” added
through being the governor of an EDAFAH
possessive construction /2ida:faeh/ ‘4zl

The following sub-section defines the tag-set
design schema used in assigning the suitable pos
tag for all prefixes, suffixes, and stems in the
compiled corpus.

3.2 The Tag-Set

The used POS tag-schema, in this work, specifies
the suitable tags and sub-tags for prefixes, suffixes
and stem. The current representation treats affixes
and stems as separate tokens. It resembles the
BAMA’s representation (Buckwalter, 2004;
Habash, Eskander; Hawwari, 2012). Depending on
the linguistic characteristics of EGY and general
POS tag-set design criteria in (Atwell, 2008) such
as mnemonic tag names, the underlying linguistic
theory, classification by form or function,
categorization problems, tokenization issues,
...etc., there are several decisions are considered
while defining the current POS tag-set design
criteria:

e Since MSA and the Colloquials share a large
proportion of their lexicon (Parkinson,
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1981), the MSA tags are considered as much
as possible.

e The tag is intended to remain readable by

linguists.
e The tag is detected according to its
paradigmatic forms alongside its

syntagmatic functions as much as possible.

e No ‘combined tags’ are used. Consequently,
some words are needed to be split into their
component morphemes where each
morpheme is tagged separately.

o Since not all tags in MSA are suitable for the
linguistic characteristics in EGY, more
detailed compatible tags are needed.

In what follows, the POS of stem, prefixes and
suffixes of the word are detailed in addition to its
attributes:

1. Stem:

Nouns: The three main classified tags of MSA,
namely: Noun, Verb, and Particle are applied in the
current POS tag design schema. In (Al-Dahah,
1989), nouns are classified into 21 sub-classes, and
other classifications overlap. In the current design
schema, the noun is classified into 16 sub-classes.
Appendix A provides a description of noun types as
classified in the current proposed schema with their
examples. In noun POS tags, the only tag that does
not follow the Traditional Arabic Grammar is the
adverb of degree.

Verbs: The verbs in Arabic are of two types:
inflected and non-inflected. The inflected verb is
classified, depending on its voice, into two types:
active and passive. While active verb is classified,
depending on the tense and the morphological
forms, into three groups: Perfect Verb (PV),
Imperfect Verb (IV) and Imperative Verb (RV), the
passive verb is classified into two groups only:
Perfect Verbs (PV) and Imperfect Verbs (IV). The
non-inflected verbs, also known as non-conjugated
verbs, appear in perfect, imperfect, or imperative
form. In the current design schema, the verbs are
classified into four sub-classes as Appendix B
shows. Three types are defined depending on the
classical Arabic classification and only the Pseudo
Verb tag is defined depending on the linguistic
nature of EGY texts.

Particles: They are words that do not belong to
nouns or verbs, but they add specific meaning to
them in a sentence or connect two or more

sentences. In traditional Arabic, the particles may
also be classified into two groups according to their
effect on nouns or verbs. The governing particles
/al-huru:f al-Sa:milaeh/ ‘Al 5 a1 that affect
the form of the following noun or verb; and the
non-governing particles /al-huru:f ¥ajr al-
Sa:milaeh/ ‘“Alalall e sl which do not affect the
form of the following noun or verb (Al-Dahah,
1989). Appendix C indicates how particles are
defined and classified in EGY.

Others (Residual): Others (residuals) include
foreign words, non-Arabic words, punctuation
marks, Emojis, abbreviations, numbers, in addition
to words that express the speaker’s reaction to a
particular suggestion or sentence. E.g., /hhhh/
‘“geeed’, /tict/ ‘@’ and /joh/ ‘e’ as Appendix D
shows.

2. Prefixes:

In the current design schema, the prefixes are
defined depending on the previously described
stems particles in addition to newly defined tags, as
Appendix E indicates. As concerning to imperfect
and imperative particles, information about verb
person, gender, and number (PGN) of the verb
subject are added since these particles are
represented in prefixes for imperfect and
imperative verbs only.

3. Suffixes:

Two types of suffixes tags are defined depending
on the previously described tags of stem. In
addition, the noun’s suffix inflections are defined
where the nouns may be inflected for suffixes of
person, gender, definiteness, number such as ‘(x’
fim/, ‘S Jact/, ° t/, etc. They are given the tag
‘NSUF’ alongside their gender, number, and
definiteness (GND). It is worth mentioning that the
same suffix may be attached with different gender,
number, or definiteness since we detect the tag
according to its functions rather than its form. For
example, the %’ /t/ ‘taa marbouta’ may be assigned
‘NSUF _FS’ as in ‘4w’ /madrasa/ ‘school’,
‘NSUF MS’ as in ‘4’ usaimz/ ‘Osama’,
‘NSUF_MB’ ‘A& /rigga:lee/ ‘men;people’, etc.
In case the noun is not inflected for suffix as in ‘y’
/weeled/, a word is given ‘null/NSUF’ in POS
annotation alongside its stem’s (GND).

The verb inflections are represented in suffixes
for all verb tenses and information about verb
person, gender, and number (PGN) of the verb
subject are added.

Since the case endings are dropped out in EGY
writing except the case morpheme ‘V’ /2elif at-
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teenwiin/ ‘cp sl Cai” “Alif for nunnation’ that may
be written in some words, for example, /[ukraen/
‘8% ‘thanks’, /gidden/ ‘12’ ‘very much’, and
/meeseelen/ >’ ‘for example’, there is a need to
add a tag that represents this information, although
it is a syntactic rather than morphological.
Consequently, the tag ‘CASE’ is added to the
previous enclitic tags. For more details about used
suffixes in the current POS tag-set schema, check
as Appendix F.

3.3 Corpus Annotation Current State

As a first step, about 318,940 words are annotated
morphologically. These annotated words are the
milestone for the automatic extraction of the
morphological lexicons and the compatibility
tables wused for developing the proposed
morphological analyzer. They are also planned to
be used to extend the annotation to the remaining
words of the EGY corpus, automatically. Table 1
shows the frequencies of POS tags in the currently
annotated corpus. After the residuals that are
annotated in the whole corpus data, the most
frequent tags in the corpus are the nominals (NOU,
NOU_NUM, NOU_SUP, and NOU_PRP).

Tag Frequency

Others (Residuals) 72,330
Nouns (Nou, NOU_NUM,

81,981
NOU_SUP and NOU_PRP)
Prepositions (PRP) 33,345
Pronouns (PRN, PRN_DEM and

29,880
PRN_REL)
Verbs (VER_ACT, VER_PSV,

24,658
VER_DFC and VER_SUD)
Other  Particles  (PRT_NEG,
PRT_FUT, PRT_VER, PRT_INT, 18.629
PRT_VOC, PRT_AUG, PRT_EXC ’
and PRT_EMP)
Adverbs (ADV_PLC, ADV_TIM, 15.453
ADV_TPL and ADV_DGR) ’
Adjectives (ADJ, ADJ_SUP and

13,790
ADJ_NOM)
Conjunctions (CNJ and CNJ_SUB) 9,659
Interrogative Pronouns (PRN_INT) 4,847

Table 1: POS Tag Frequencies.

The annotated data contains about 12,100
unique conventional EGY lemmas representing
about 18,400 MSA lemmas. Each EGY lemma is

associated with different stems and each stem is
associated with their different tags and
conventional stems according to their contexts.

4 The Morphological Analyzer

EGY Arabic words are rarely written with diacritic
marks; consequently, they may have many
morphological analyses, and the number of these
analyses differs from one word to another. Since
the morphological analyzer deals with words out of
their contexts, it should be able to produce all
possible analyses of each form, identify the part-of-
speech of each analysis solution of the word (i.e.,
noun, verb, and particle) and identify the
morphological features (i.e., gender, number, time,
and person). It is not an easy task to capture all
analysis solutions of each word, but the annotated
corpora one of the most important resources that
can be helpful in detecting these solutions
depending on the different contexts of the same
word.

We follow a concatenative lexicon-driven
approach for the annotation of our morphological
corpus. The concatenation can be defined as a
sequence of prefix(es), stem and suffix(es) or as a
sequence of proclitic(s), word form and enclitic(s),
where the morphological segments are recognized
and processed as part of the annotation process. We
adopt the former scheme, where the plan is to allow
for the conversion between the two in our
morphological analyzer.

The focus in this paper is on the prefix(es), stem
and suffix(es) representation. Our approach
resembles the adopted one in Buckwalter Version
2.0 (Buckwalter, 2004) who uses a simple prefix-
stem-suffix representation where the stem is used
as the base form and morphotactics and
orthographic rules are built directly into the lexicon
itself instead of being specified in terms of general
rules that interact to realize the output. It has three
components: the lexicon, the compatibility tables,
and the analysis engine.

4.1 Extracting the Morphological Lexicons
and Compatibility Tables

These lexicons need to meet certain specifications
such as high coverage, high level of quality,
directly reusable in NLP tools, and freely available
to potential users (Sawalha, 2011). The
morphological lexicons are essential for generating
all possible combinations of morphemes. The
wrong combinations of morphemes of lexicons are
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the major problem of generation. Consequently, the
compatibility tables are needed for filtering out
these wrong combinations.

The unique solutions of the morphologically
annotated words in our corpus are used to
automatically generate the morphological lexicons:
the prefixes lexicon (dictPrefixes), the stems
lexicon (dictStems), the suffixes lexicon
(dictSuffixes) and the out of vocabulary (OOV)
lexicon (dictOOV). In addition, the compatibility
tables combAC, combAC and combBC are
extracted to help in obtaining the wvalid
concatenations among the different morphological
categories of Prefixes, Stem and Suffixes lexicons.

For extracting these lexicons and the
compatibility tables, we start with the unique
annotated solutions in our corpus as a combination
of (EGY lemma, MSA Lemma, conventional stem,
[prefix+stem+suffix] and features). Figure 1 shows
the process for extracting the features needed for
building the lexicons from these solutions.

Generate the Morphological Categories of combAB

Generate the Morphological Categories of combAC

Generate the Morphological Categories of combBC

Figure 1. Lexicons and Compatibility Tables
Extraction Process.

The extracted information in each Lexicon are as
follows:

1. Stems Lexicon (dictStem)

In this lexicon, one of three keys appears at the
beginning of each line to represent a specific
morphological feature while parsing the stems
lexicon. These keys are as follows:

[3 9

e ¢;; ”: what follows this key represents the
conventional EGY lemma for the subsequent

lines till the next “;; * key.

e ‘35- 7 what follows this key represents the
MSA diacritized lemma for the subsequent
lines till the next ‘;;- > key. The same EGY
lemma may have a different MSA lemma due
to the different diacritization of the MSA
lemma.

e ¢;;-- . it is the default key for representing
the stem entry and its conventional
orthography. If it is the only written key, then
the stem entry, the output stem, and the
conventional stem are the same. If there are
other keys found within the line after it, this
means that there are more details while
handling the stem and its conventional
orthography. This helps in handling many
processes such as transformation, omission,
and assimilation that occur for the analyzed
words. For Example, the ‘** key may appear
within the line after *;;-- ’ key, then the word
before it may represent different
morphological information. For example, it
could represent a stem’s morpho-
phonological changes due to the assimilation
when the word is attached to an enclitic: (;;-
Serde /Sl Sela:/ ‘onjabove’) as in the
word ‘e’ /Sxlej+je/ ‘on me’ where the
stem ends with /&:/ ‘¢’ and the enclitic
begins with /j/ ‘s’, which leads to an
assimilation process where the two
conceding /&:j/ ‘" are transformed to /jj/

[P

[

e When none of the previous keys appear at the
beginning of the input line, a line is parsed as
it consists of three tab-delimited fields: 1) the
morphological category that controls the
compatibility of prefixes-stem-suffixes, 2)
the English gloss(es) of stem in addition to
information about the number, gender, and
definiteness (in case the stem is a noun,
adjective or adverb), or the person of the
stem (in case of verbs only and pronouns)
and 3) the selective POS tags that appear in
the analysis output. The morphological
category of each stem is extracted
automatically depending on the suffixes that
are attached to each solution. For example,
the “N-ap-I” category refers to the indefinite
nouns that are attached to “s/NSUF (GN)I”
as in “4w)n” /meedresa/ ‘school’ and the
“IV-y-0”  category refers to  the
“¢/IVSUF_2F” suffix that is not attached to
another suffix as in “~i” /ti-btisim—+i:/
‘you + smile’.

2. Prefixes and Suffixes  Lexicons
(dictPrefixes) and (dictSuffixes)

In these lexicons, all used prefixes and suffixes

of the annotated words are listed. They consist of

four tab-delimited fields: 1) the prefix/suffix entry
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in Arabic orthography without any diacritics, 2) the
morphological category that controls the
compatibility of prefixes-stems-suffixes, 3) the
English gloss(es) of each prefix/suffix part in the
prefix/suffix entry, and 4) the selective POS tags
that appear in the analysis output. The
morphological category of each prefix in the
corpus is detected automatically depending on the
prefixes’ parts in addition to the tag of the stem that
is attached to them. For example, the ‘IVPrf-wa-bi-
n’ category represents the ‘sCNJ’ prefix in
addition to progressive particle ‘/PRT PRG’ and
I person plural prefix that are attached to
Imperfect Verbs ‘O/IVPRF 1P’ as in ‘awiy’
/wibni-rsim/ ‘and + we + draw;trace;sketch’. The
morphological category of each suffix in the corpus
is detected automatically depending on the
suffixes’ parts in addition to the tag of the stem that
is attached to them. For example, the ‘ADSuf-nl-h’
category represents the 3™ person pronouns that
may be attached to the adverbs as in ‘4w’ /bem-+uh/
‘between;among + him’.

3. Out of Vocabulary Lexicon (dictOOV):

This lexicon is created to be used in predicting
the OOV words. It consists of three tab-delimited
fields: 1) the unique stem patterns, 2) the
morphological category that controls the
compatibility of prefixes-stems-suffixes and 3) the
selective POS tags that appear in the analysis
output. For detecting the stem patten of each stem,
the consonants are represented by the placeholder
"." while weak letters ‘“Axll a5 =" /huru:f al-Sillah/
and hamazat (‘i’, 8, ‘6, ‘¢”) are kept as they
are. For example, the stem pattern of ‘Jdee!” /iSmil/
‘dojact;make’, ‘w_»!” /ihrab/ ‘run away’ and ‘<SP
/iktib/ " is “---.

4. The Compatibility Tables

The compatibility table (combAB) lists the two
compatible morphological categories of Prefixes
and Stems. It consists of two tab-delimited fields:
1) Prefix Morphological Category and 2) Stem
Morphological Category that appear together in the
annotated data. The compatibility table (combAC)
lists the two compatible morphological categories
of Prefixes and Suffixes. It consists of two tab-
delimited fields: 1) Prefix Morphological Category
and 2) Suffix Morphological Category that appear
together in the annotated data. The compatibility
table (combBC) lists the two compatible
morphological categories of Stems and Suffixes. It
consists of two tab-delimited fields: 1) Stem
Morphological Category and 2)  Suffix

Morphological Category that appear together in the
annotated data. The morphological categories that
are not listed in the compatibility tables are simply
incompatible.

4.2 The Analyzer

The current morphological analyzer goes through
four main steps to get all possible morphological
analyses of the input words:

1) Text Preprocessing and Lexicons Parsing:
in this step, it is important to detect the word
boundaries of the input text since it is essential step
for the word segmentation process. In addition, the
‘dictPrefixes’ and ‘dictSuffixes’ lexicons are
parsed to get the four tab-delimited fields in
dictionaries where the prefix/suffix entry is the
default key for these dictionaries. Each line in
‘dictStems’ lexicon is parsed in different manner
depending on the key used at the beginning of each
line as mentioned above (section 4.1). The
conventional stem in this lexicon is handled to get
all possible stem variations of the input word. For
example, the stem variations (‘’, ‘&, ‘&, <&V,
‘S, <&, .. etc.) are generated automatically from
the conventional stem ‘.’ /2ile:/ ‘to;towards’ to
avoid writing all these expected stem variations in
the lexicon. The stem variations that cannot be

predicted automatically are added to the
‘dictStems’  lexicon  with  their  suitable
morphological category.

2) Word Segmentations and Compatibility
Check: For suggesting different segmentations of
the same word, the dictionaries of the parsed
lexicons are used. The three morphological
categories of the three components are checked in
the compatibly tables as figure 2 shows. If they are
found together, then they are compatible, and this
is a valid solution. Else, they are incompatible, and
this is not valid solution.

3) Dealing with OOV Words: For handling the
OOV words, the analyzer tries, first, to split the
input word depending on its beginning and end. For
Example, it splits OOV word that begin with /ja:/
‘L’ since attaching it to another word is a common
spelling mistake in EGY writings as in ‘<)L’ /ja:
rabb/ ‘Oh, Lord” and ‘23wl /ja: seelaim/ ‘really’.
To keep the original word and the split words in
output analysis, another feature is added;
normalized word ‘norm_word’. All possible
solutions for each part are detected regardless of
the solutions of the two parts are compatible
according to their context or not. In case there is no
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rule for splitting the OOV word or it is split but
only one of its parts has analysis solution, the
analyzer tries to detect the prefix and the suffix of
the input word. If they are predicted, the stem is
converted to its corresponding pattern as
mentioned above. If the stem pattern is found in the
‘dictOOV’, the morphological categories of prefix,
suffix, and the suggested stem pattern are checked
in the compatibly tables. If they are found together,
then they are compatible, and this is a wvalid
solution, but no lemma or gloss are detected.

4) Output Solutions: After getting all possible
solutions of the input text for all words and
handling the OOV words, the output valid solutions
are saved in XML format.

5 The Current Status

The extracted morphological stem lexicon contains
39K stems corresponding to about 12,100 EGY
Lemmas and about 18,400 MSA lemmas. The
extracted prefixes and suffixes lexicons contain

This is valid analysis solution for this word

]

Add this solution to the Solutions Dictionary +

Figure 2: Workflow for Suggesting Words’
Segmentations and Get Valid Solutions.

324 complex prefixes and 661 complex suffixes
(unique undiacritized form and POS tag
combinations). Since the annotation process of our
corpus is still in progress, the covered stems,
prefixes, suffixes and lemmas are still limited
compared to CALIMA analyzer (Habash,
Eskander, & Hawwari, 2012) that has 100K stems
corresponding to 36K lemmas in addition to 2,421
complex prefixes and 1,179 complex suffixes
(unique diacritized form and POS tag
combinations).

5.1 Coverage Evaluation

We tested our analyzer against a sample of our
manually annotated EGY corpus of 5,000 words
which was not used as part of its development, i.e.,
a completely blind test. This evaluation is a POS
recall evaluation. It is not about selecting the
correct POS answer in context. We do not consider
whether the EGY lemma or the MSA Lemma
choice are correct or not. We compare our system
results with CALIMA coverage. The results are
reported in Table 2. The ‘Correct Answer’ column
indicates the percentage of the test words whose
correct analysis in context appears among the
analyses returned by the analyzer. The ‘No Correct
Answer’ column presents the percentage of time
one or more analyses are returned, but none
matching the correct answer. The ‘No Analysis’
column indicates the percentage of words returning
no analyses.

Correct No oov
Answer Correct
Answer
Our 66.9% 10.3% 22.8%
System
CLIMA 82.1% 9.6% 8.3%

Table 2: Comparing Results with CALIMA.

6 Conclusion and Future Work

The POS tag-set schema is developed and about
318,940 words are morphologically annotated, and
the morphological lexicons and the compatibility
tables are automatically extracted. The analyzer
output is compared to CALIMA output. We plan to
make this tool public so it can be used by other
people working on EGY NLP tasks, from
annotating corpora to building morphological
disambiguation tools. To enhance our results, we
plan to continue improving the coverage of our
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analyzer using a variety of methods. First, we are
investigating techniques to automatically fill in the
tag categories gaps using information from
multiple entries in our annotated corpus belonging
to different lemmas that share similar
characteristics, e.g., hollow verbs. Another
direction is to increase the stems entries by
checking stems, in BAMA’s stems lexicon, for
those words that are common between EGY and
MSA and adapting their morphological category to
be more suitable for EGY. Furthermore, we plan to
add additional features such as the diacritized EGY
lemmas and the diacritized stems.
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A Nouns

Noun Sub Classes

Description and Example

Noun ‘~¥V /al-ism/
(NOuv)

It is the common noun that refers to entities and concepts that have a more
general reference than sub-tags.

A s G psall US55 90 gl (8 4le e dlas y20 ) A
wil-weeled ra:h medrestu maSe mamtu fi: 2ewwil j6m wi-kull al-
mudarrisi:n reeheebu: bich

Proper Noun ‘alall aul” /ism
al-Sxlem/
(NOU_PRP)

It is a noun that has a unique referential meaning in a context that is mutually
exclusive with other entities. It refers to names of people, geographical
entities, months, and acronyms.

A )] 8 e 5 US 530S ()l el Js 02 22K I8 ) 8 ess
mahemmed huwwe illi: 2a:1li: al-kela:m deeh fi: 2ewwil feehr ma:ris kide
wi-kunna: wee?taehe fi: 2iskindirijjee

Numeral Noun ‘3= aul /ism
al-Sedaed/
(NOU_NUM)

It is a noun that indicates the quantity and order of countable nouns by
transferring the numbers into the correct form of Arabic words.

tafaa) s @il Gile aY)
al-2ahli: y&elab az-zema:lik wa:hid/sifr

Adjective ‘4l /ag-gifae/
(ADJ)

It is a noun that describes or clarifies the meaning of the immediately
preceding noun.

Liale wIS s 3, i)
al-bint af-[a:tree tismae$ keela:m ma:mitha:

Numeral Adjective ¢4l
221 Jas-sife al-Sedad/
(ADJ_NUM)

It is an adjective that indicates the quantity and order of countable nouns by
transferring the numbers into the correct form of Arabic words.

e Aplal) L))
al-hika:jeeh al-ha:dijete Sefer

Nominal Adjective * daall
¥ /ag-sifee al-ismijje/
(ADJ_NOM)

It is a noun that describes or clarifies the meaning of a noun, but it appears as
the main predicate of a nominal phrase in the sentence.
Sl LA iy il L (g pee 5 dlien s cilS

ka:nit hae?i:2i: geemi:lee wi-Sumri: ma: fuft bint fi: 2&exa:?ha:

Superlative Adjective © 44a
Jeadt” /sifaet teefdi:l/

(ADJ_SUP)

It is a noun that is used for the comparative and superlative when comparing
persons or things. It describes the immediately preceding noun.

Sl ) 5 @S ranss ) Leland A s YY) Aslal)
al-ha:ge al-2zehle: illi: timilha: 2innak tisma$ al-kela:m wi-2intee sa:kit

Superlative Noun ‘Jaadi aul’
fism teefdi:l/
(NOU_SUP)

It is a noun that is used for the comparative and superlative when comparing
persons or things, but it appears as the main predicate of a nominal phrase in
the sentence.

(s 8 ilan dala Jaal calS o dl
wal-lehi: di: ka:nt 2egmeel ha:ge heselitli: fi: heja:ti:

Adverb of Place ‘OlSall aul
fism al-maeka:n/
(ADV_PLC)

It is a noun that indicates where the action of a verb is or was carried out.
sl Jsha ) 3 5a 2a
2@Sed juwwe al-bert tu:l al-jom
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Noun Sub Classes

Description and Example

Adverb of Time ‘a3l aul’
/ism az-ze&ma:n/
(ADV_TIM)

It is a noun that indicates when the action of a verb happened. It expresses a
point in time, and it can also indicates how long something lasted or lasts.

N Y38 Al adpil Haia Gile ey 2 bl 4l 4l AUl
wal-lzehi: lissz fa:jfuh 2imba:rih wi-mif $arif hae-2deer 2efu:fuh ta:ni: bukree

weelle le?

Adverb of both Time and
Place ‘Ol gl and’ [ism
maka:n wa-zema:n/
(ADV_TPL)

It is a noun that could be used as an adverb of time or place according to its
context.
all Glals s S8 Jle gl die =) S
ka:n ra;jih $eend as-su:baer ma:rkit jigi:b ha:ga:t lil-bert
oalld Qi) gl (oo Adaalll die 4

wi-Send al-lehz'e di: al-weaed§ it2eleb xa:lis

Adverb of Manner ‘J»’
Mma:l/
(ADV_MNN)

It is a noun that describes the circumstances under which an action takes place.
s s el il SIS (a5 (5 58 Alaad Al S
kunt ga;jje teSba:nae 2eewi: wi-min kutr at-teSeb 2eSedt sarha:nae

Adverb of Degree ¢ <k
Jall ds s 5l JsI /z5rf al-
ha:l 2@w dereget al-ha:l/

It is a noun that indicates the intensity of a verb, adjective, or another adverb.

It is not found in MSA, but it is added to EGY in the current tag-set schema.
Jas iy b Ul

(ADV_DGR) 2&na; ha?i:2i: bahibbak jidden
o 3aa) 5 S @lia gl i S
Ka:n nifsi: 2eesma$ minnak kilma wa:he baes
Pronoun  ‘exl”  /ad- | It is a word that acts as the subject of a sentence instead of a noun. The
demi:r/ pronouns in this category are the disconnected pronouns.
(PRN) The pronouns in this category are:

Ul 2a&ena:, sl 2ihna:, <) 2intz, <) 2inti:, » huwwz, < hijje, W humma;,
and 54 2intu:

Relative Pronoun * auY!
Jsasall” Jal-ism al-meews
u:l/
(PRN_DEM)

It is a noun that introduces relative clauses. It connects two sentences to give
a full meaning.

e oS oLl g I L3Il
al-keela:m illi: 2ulna:h ka:n saehh

Demonstrative Pronoun ¢ au!
5)LEYP /ism al- 2ifare/
(PRN_REL)

It is a noun that is used for proximal or distal reference. It is indicated by a
tangible sign a person, an animal, a thing, or a place.

oala aalii J g0 Guldll 5 S5 dransd 3 ke (e 02 48] 8 )
illi: 2ultu: deeh mif Saejzee 2@esmaSu: ta:ni: win-na:s dil tinsa:hum xa:lig

Interrogative Pronouns ¢ as!
Aediny)” /ism al- istifha:m/
(PRN_INT)

It is a noun that introduces a question about something or an action.
3zl J g3 palll (a5 el 5 51 Jomn 0248 jle (e Uil
2ena: mif Sa:rfee deh hesel 2izza:j wi-2imtee: Wi-mi:n an-na:s dil 2eslen

B Verbs
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Verb Sub Classes

Description and Example

Active Verb ¢ sl Jadll

esall’ /al-fi€l al-meebni: lil-

meSlu:m/
(VER_ACT:<tense>)

It indicates the subject of the verb is doing the action.
VER ACT:PV i s a0 2SI Citan U
2ena: semaét al-kela:m deh min hadd 2urejjib
VER ACT:V oS Jasy I o (o
haesen huwwee illi: bi-jismil kidee da:;jmaen
VER ACT:RV Gall Jgb clie dl
bil-lzh Sli:k 2u:l al-ha?

Passive Verb ¢ sl Jadll
Jsenall’
/al-fi€l al-mabni: lil-
meghu:l/
(VER_PSV:<tense>)

It indicates the subject of the verb undergoes the action rather than doing it. It
is rarely used in EGY where the pattern /2infaSal/ ‘=& or /2itfasSel/ < Jas
is used instead.

VER PSV:IV 8 gl
al-baeledi: ju:kael

VER PSV:PV pud s e 3 dala
ha:ge kidee Sele: ma: 2usim
Nevertheless, some passive verbs from MSA are used in some levels of EGY,

for example, the passive /qi:le/ ‘J# ‘be said’.

Non-Conjugated Verb ¢ J=éll

B patiall ye

lal-fisl yaejr al-mutageerrif/,

also known as frozen verb
(VER_FRZ:<tense>)

It indicates the non-inflected verbs, also known as frozen verbs, that are
restricted to one tense only. Whereas non-conjugated verbs in MSA may be
restricted to perfect, imperfect or imperative tenses, they may be restricted, in
EGY, to the perfect or imperative tenses only:

VER FRZ:PV dala Jany e g Jad 335 J 03 2DISI 4L 8 Ul U1
wal-lehi: 2e&ena: 2ultilu al-kela:m deh 2abl kideh leSel wi-Sesa: jismil
hagaeh

VER FRZ:RV  oxdlas Al cla
ha:t illi: meSa:k deh

Pseudo Verb ¢Jadll 4n&’
[feebi:h al-fisl/

It is a word that has the same syntactic behavior as verbs in that they take a
subject and a predicate, or a sentential complement.

(VER_SUD) clile ol a8 i g
bas bae?a: kidaeh haera:m Saletk
maSelif] ja: habi:bi: hesel xerr
C Particles

Particle Sub Classes

Description and Example

Conjunction ‘—ihe o s’
/heerf Seetf/
(CNJ)

A group of particles used to connect elements of
equal status in pronunciation or in meaning.
deal b dene 1y 538 JB (e 3l i
mif mute2aekkidee mi:n 2a:1 kideeh ja: meehemmeed ja: 2eehmaed
¢ dala day e e gl dasie dB3le A 530
ad-duxul fi: Sela:qae mutSibaeh 2w mif muri:hah ha:ge saeSba 2aewi:

Subordinating Conjunction
‘day ) 8 /heerf rebt/
(CNJ_SUB)

A group of particles is used to link two clauses in the sentence or two
sentences. Some of these articles are still used in EGY:
Jekleha: megnu:nah lekinnaeha: fi: muntehe: al-Sa?l
Others are found but are never used as subordinating conjunction:
ka:n 2emelu jingeh beas lil-2esef meahase/ Others are not found in
traditional Arabic:

iy G5 S it gl
Seefa:n tixelli:ni: zikree: fi: deeftaerik
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Particle Sub Classes

Description and Example

Vocative Particle ‘sl <aa’
/heerf nida:?/
(PRT_VOC)

A group of particles is used to call or alert a person
addressed. A noun preceded by a vocative article is called a vocative noun.
Lshdal b oS cluds (8 ilesie s by
ja: haebi:bti: meeti¢mili:f fi: neefsik kideeh bir-ra:hee fiwejjeh

Preposition ‘ > <>’ /haerf
geaerr/
(PRP)

A group of particles that is used with a noun, pronoun, or noun phrase to show
direction, location, or time or introduce an object.
5% on s il
heetla:?i:ni: hina:k min badri:
oV A s sl e s gage
mawgu:d Sele: al-meakteb 2eew fi: ad-durg

Augment Particle ‘1) < s’
/heerf za:2id/
(PRT_AUG)

A group of particles that do not affect the meaning if removed from the
sentence, but it is added to denote affirmation.

Al lga e, ell lgia Ul La
ma: 2ena; gibteha: le-k mif gibteha: lek

Exceptive Particle © <2~
Uiiul> /heerf istiona: 2/
(PRT_EXC)

A group of particles used to exclude the following
noun from the scope of the words before it.
Al il 5325 Y1 41
kulluh 2illa: kideh wal-lehi: hera:m
G5t o 4a hase LAY A
wi-fi: al-2a:xir mehaddif jeh yerr nu:ri:n
Yl 6 g el g )l i)
le2eitik 2aerd meetdummif siwee: al-meeta:ri:d

Emphatic Particle © <~
A8 & /heerf tewki:d/
(PRT_EMP)

A group of particles that used to put emphasis on intention.
A8 4 il s L
2e@mma: Si:dna: an-nabi: rebbuh ka:fi:h

Futurity Particle © <~
Jusiul” /heerf istigba:l/
(PRT_FUT)

It is a particle that modifies the verb tense from the present tense to the future.
It is not usually used in EGY.

Sl sial) bin G o3 5l U8
2abl 2zjj fer? sewfe 2usqit ad-dustu:r al-ha:li:

Negative Particle & <8 ,s’
/heerf naefj/
(PRT_NEG)

A group of particles is used to negate the proposition
expressed after them, or to deny its affirmation.

835 Galld sla g £ i szl
al-maewdu:§ kide bewwaexwi-mif hilw xa:lig
palls gla (S L ol
al-film ma: kenf hilw xa:lig
e e ¥

lz? mif saehh
Gl ga aansd ¥ g @l gl 5 5e Y Ul
2@ena: la: Sajze 2efufek wela: 2esmas sitek

Explanation Particle ¢ <~
ead? [heerf tefsi:r/
(PRT_XPL)

A group of particles used to ask to explain the preceding word, phrase or
sentence. It is not commonly used in EGY.

Dhill e amy o) J1 s (a8 a g B
fi: jom Seefere min fewwa:l 2] basd Si:d al-fitr

Interrogative Particle < <~
eledinl” /haerf istitha:m/
(PRT_INT)

A group of particles is used to elicit understanding, conception, or approval.
The noun that follows an interrogative particle is called an interrogative noun.

1) g Libia s Lin) 58 oS08 2a (Saa A
hael mumkin haedd fi:kum ji2ulli: 2ihna: weegelna: li-hina: 2izza;j
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Particle Sub Classes

Description and Example

Verb Particle ‘J=é <’

A group of non-governing particles that precede the perfect or imperfect verbs

/heerf fisl/ and do not affect their mood.
(PRT_VER) alid Gl Y1 el B
wee- qeed 2@ebate al-2irha:b fefeluh
O e g s gall 05 8
geed jiku:n al-maewdu:§ veeri:b haebbitemn
D Residuals
Residuals Description and Example
Abbreviation It is a shortened form used in place of the whole word or phrase to save space and time,
(ABR) avoid repetition of long words and phrases, or simply to conform to conventional usage.

For example, /d/ ‘2’ express the word /duktr/ 582" “doctor’.

Emojis (EMO)

Any of various small images, symbols, or icons used in texts to express the emotional
attitude of the writer, convey information concisely, convey a message playfully, without
using words, etc.

Examples: @ @ §) &

Latin Words All non-Arabic words are written in other alphabets. ‘good’, ‘responsibility’, and
(LTN) ‘s’Joe’.
Foreign Words Non-Arabic words that are written in Arabic alphabets as spoken in another language
(FRN) with no morpholohical changes or adoptations.
For example, /werr 2zr ju: go/ s> 52 )l s,
Numbers (NUM) | All alphanumeric numbers.

Punctuation

They include full stop, comma, colon, semicolon, parentheses, square brackets,

Marks (PNC) quotation mark, dash, question mark ... etc.
Interjections Words that express the speaker’s reaction to a particular suggestion or sentence.
(INJ) For example, /hhhh/ ‘4geeer’, /tirt/ ‘<’ and /jh/ o,
E Prefixes
Prefix Description and Example

Conjunction © <~
ahe’ /haerf Seetf/
(CNJ)

A group of Prefixes that is attached to the beginning of another word to connect
elements of equal status in pronunciation or meaning.

Al ol (Jsi ol b Jduas ) 4y ddllg oxic sl s
ruht liheedd $aenduh wi-sa?ltuh 2erh illi: haegel fe-reefaed ji2u:lli: 2ajj ha:gaeh

Definiteness

Particle ‘i s 312

Rada:t tasri:f
(DET)

It is a definite article that is attached to the beginning of another noun or adjective and
makes them definite, rather than indefinite.

Lo £ MY IS5 Tan Alaen il (o0 clyl) () e La g Aglsal)
al-hika:jaeh wi-ma: fi:ha: 2inn al-bint di: ka:nit geemi:laeh gidden wi-kull af-fa:ri§
bijhibbaeha:

Causative Particle

A group of particles that is attached to the beginning of an imperfect verb to express

‘Jalai s /haerf and confirm the logic of an argument. It is worth mentioning that it is not used in all
teeSli:l/ levels of Arabic in Egypt.
(PRT_CST) Ul Y e oL 3] (38 o 3Y

la:zim nittifi2 2innuh ja:? li-jeehmi:na: la: li-jeegharna:
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Prefix

Description and Example

Preposition ¢ <~
7 /heerf gaerr/
(PRP)

A group of particles that is attached to the beginning of another noun, or pronoun to
show direction, location, or time, or to introduce an object. In traditional Arabic, there
are three prepositions that are still used in EGY: /ka:f/ ‘<, /ba:2/ ‘< and /la:m/ ‘J’.
el dala JS A Sa Lagly cul€ s Ll e (BaduaS (S
ka:n kee-saedi:q muqeerraeb li:ha: wi-ka:nt da:jmaen tihki: lu-h kull ha:gaeh biat-tefsi:1
In EGY, the prepositions /bi:/ ‘.’ and /li:/ < are attached to pronouns:
ygha Jhiga ) L il oo
hijjee ka:nit li:-ha: rumu:J tewi:lah
Giia ) Le g 8 3e (e ST g daah Jsla
ha:wil yittigil bi:-ha: 2e&ekter min merreh
The prepositions /fi/ ‘<", /See/ ‘¢’ that are variations of /fi/ ‘* and /Sale:/ ‘le’,
respectively, are now used, in EGY, as prefixes.
A adld Y5 L GiSalle dplu cuS SU e
mif fa:kir kunt sa:;jbuh Sal-makteb hina: wella: fil-Seraebijjeh

Emphatic Particle
CAS 55 s
/heerf tewki:d/
(PRT_EMP)

A group of particles that is attached to the beginning of a perfect or imperfect verb to
put emphasis on intention.
O e g2l b gy o
2iwse: le-jnassuk ja: weledi: magr mi:n
s Lol UL 3 ) il dlaad (o) Jaxi Y 1l
wal-1zhi: 15la: tedexxul al-geif li-hima:jit as-sewraeh la-kunna: li:bja: gidi:deeh

Futurity Particle

Jhiiul <’ /heerf

istigba:l/
(PRT_FUT)

It is a particle that is attached to the beginning of an imperfect verb to represent the
future tense.
The traditional future particle /se/ ‘-’ is rarely used in EGY and the /h&/ ‘z’, /See/ ‘¢’
and /ha/ ‘o’ are used instead.
Joan ) e ST GgSan e

mif hee-jku:n 2eekter min illi: hegel

(A e i I
wi-2a:1li: sgeeddae?i:ni: mif he-tindemi:

e G ol ad e
Se-tis2eeli:ni: leth baelemlim fi: al-xeleg (Example from Upper Egypi)

Progressive Particle
¢ g laall Caja
aisall” /heerf lil-
muda:ri§ al-
mustamirr/
(PRT_PRG)

A group of particles that is not used in traditional Arabic and is attached to the
beginning of an imperfect verb to express the incomplete action or state in progress at
a specific time.

Lpd JS @S G2y 5 S OIS
ka:n bi-j$i:d wi-jzi:d fi: al-keela:m kull fiwejjech

Jussive-governing
Particle ‘> <’
/heerf gaezm/
(PRT_JSV)

A group of particles that is attached to the beginning of an imperfect verb only to
express a required action to do. It is rarely used in EGY.

oaoa JS A lall Gilaal) gl
weel-nuta:bi§ al-2&hda:s al-ga:rijjeeh bikull hirg
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Prefix

Description and Example

Negative Particle
‘s heerf
naefj/
(PRT_NEG)

A group of particles that is attached to the beginning of another word to negate it or
deny its affirmation. This is newly added in EGY. It is not used in traditional Arabic.
(i sliae Allie dudiy oazmy a5l aa e g dalivg Laall d (lidaa
me-heddif fi: ad-dunja: jista:hil wime-fi;[ heedd al-wa:hid jideehhi: binefsuh
Caefa:nuh ma-jistehlu:fi:

Vocative Particle
fanii g elai Ca g’

A group of particles that is attached to the beginning of a noun to call or alert a person
addressed.

/haerf nida:? A - Sl — alal — (Al
witenbi:h/ 2e-heaebi:bti: - 2&-sa:hbi: - 2a-zmi:li: - 2a-hu:

(PRT_VOC)
Imperative Verb A group of particles (< «s «v <) that are attached to the beginning of the infinitive verb
Particles and change it to the present tense without changing its basic form. They are represented
¢ ya¥l Cagya? in word-form in proclitic-word-form-enclitic representation.

/auru:f al-2a&mr/

RVPRF_2MS e

RVPRF_(PGN) IVPRF_2FS kel
IVPRF_ 2MP  Iskel
Imperfect Verb A group of particles (< «s «o <) that are attached to the beginning of the infinitive verb
Particles and change it to the present tense without changing its basic form. They are represented
‘Ao juadl Cagya’ in word-form in proclitic-word-form-enclitic representation.
/huru:f al- IVPRF_1S J sl
muda:riSah/ IVPRF_3MS Jsi
IVPRF_(PGN) IVPRF_3MP sl
(rarely used in EGY) IVPRF_3FP ol
IVPRF_1P Jsis
IVPRF_2MS or IVPRF_3FS Jsi
IVPRF_2FS  Js
IVPRF_ 2MP 14
Ol (rarely used in EGY) IVPRF_2FP
F Suffixes
Suffix Description and Example
Negative Particle | A group of particles that is attached to the end of another word to negate it or deny its
‘s <’ herf affirmation. This is newly added in EGY; it is not used in traditional Arabic. It is
naefj/ always accompanied with the prefix negative particle /mz/ ‘2’ or the negative particle
(PRT_NEG) /ma:/ ‘W,
o liura Ailie dndy iy 2l ) aa lala g Jaling Liall b Glaaa
me-haeddif fi: ad-dunja: jista:hil wimee-fi;[ heedd al-wa:hid jideehhi: binefsuh
Caefa:nuh mae-jisteechlu:[i:
Pronoun ¢ el A group of pronouns that is attached to the end
J=idl /ad-deemi:r | of a verb and represents its subject or object. It may also be attached to a noun or a
al-mutteegil/ preposition (stem or prefix preposition).
(PRN) O M o2 Sl 5 3 yha Wl Gile (e s Jite lediliga ol 03 ¢ gain sall 7 jlaa) (1a aSigad (e Ul

2@na: mif nebbihtu-kum min 2imba:rih lil-maewdu:¢ deh 2eehu: mubajil-ha: mae?fu:l
wi ma-heddif Sa:rif lae-ha: teri:? wil-hika:je di: fi:-ha: 2inne
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Suffix

Description and Example

Noun Suffixes
NSUF_(GND)

A letter or a group of letters (morphemes) that are added to the end of a stem and
change the noun gender or number. They are represented in word-form in proclitic-
word-form-enclitic representation.

‘Cileal” Qummaha:t/ “<W/NSUF_FP’, <leif [2zbbaeha:t/ ‘<<w/NSUF_MP’

‘e’ Lelamat/ ‘<l/NSUF_FP’, ‘<\iS” /kutuba:t/ ‘</NSUF_MB’

‘“4as )’ frehmah/ S/INSUF_FS’, “4alsa’ /xewa:gaeh/ S/INSUF_MS’

‘oS [Kita:bem/ ‘G/NSUF_MD?, “odies’ /mumeessili:n/ ‘0/NSUF_MP’

‘S’ /maefakil/ ‘null/NSUF_FB’, ‘=i’ /2aerd/ “null/NSUF_FS’, etc.

Perfect Verb
Suffixes
PVSUF_(PGN)

A letter or a group of letters (morphemes) that are added to the end of a stem and
change the perfect verb gender, number or person. They are represented in word-form
in proclitic-word-form-enclitic representation.

‘cal’ /fuft/ ‘</PVSUF_2MS’ or ‘</PVSUF_1S’, ‘wily’ /fa:fit/ ‘</PVSUF_3FS’
948 2alu/ Vs/PVSUF_3MP’, ‘e’ /Semeel/ ‘null/PVSUF 2MS’, etc.

Imperfect Verb
Suffixes
IVSUF_(PGN)

A letter or a group of letters (morphemes) that are added to the end of a stem and
change the imperfect verb gender, number or person. They are represented in word-
form in proclitic-word-form-enclitic representation.

9558 fjikunu:/ V/PVSUF_3MP’, < 5589 /tiktibu:/ ¢ s/PVSUF_2MP’

‘Use” Jjihun/ “null/PVSUF_3MS’, etc.

Imperative Verb
Suffixes
RVPRF_(PGN)

A letter or a group of letters (morphemes) that are added to the end of a stem and
change the imperative verb gender, number or person. They are represented in word-
form in proclitic-word-form-enclitic representation.

‘S8 2uliz/ ‘e/RVSUF_2FS’, ‘am )V /irsim/ ‘null/RVSUF_2MS’,

‘a5 /ruchu:/ s/ RVSUF_2MP’, etc.
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