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Abstract

Named Entity Recognition (NER) is a well-
known problem for the natural language pro-
cessing (NLP) community. It is a key compo-
nent of different NLP applications, including in-
formation extraction, question answering, and
information retrieval. In the literature, there
are several Arabic NER datasets with differ-
ent named entity tags; however, due to data
and concept drift, we are always in need of
new data for NER and other NLP applications.
In this paper, first, we introduce Wassem, a
web-based annotation platform for Arabic NLP
applications. Wassem can be used to manually
annotate textual data for a variety of NLP tasks:
text classification, sequence classification, and
word segmentation. Second, we introduce the
COVID-19 Arabic Named Entities Recogni-
tion (CAraNER) dataset extracted from the Ara-
bic Newspaper COVID-19 Corpus (AraNPCC).
CAraNER has 55,389 tokens distributed over
1,278 sentences randomly extracted from Saudi
Arabian newspaper articles published during
2019, 2020, and 2021. The dataset is labeled
by five annotators with five named-entity tags,
namely: Person, Title, Location, Organization,
and Miscellaneous. The CAraNER corpus is
available for download for free. We evaluate
the corpus by finetuning four BERT-based Ara-
bic language models on the CAraNER corpus.
The best model was AraBERTv0.2-large with
0.86 for the F1 macro measure.

1 Introduction

Named entity recognition (NER) is a classical se-
quence classification problem where each word in
a given sentence is assigned to one of a predefined
list of tags such as person name (r�AJ Shaker,
 d§A� Biden), location (­r¡Aq�� Cairo, �WnJ�¤
Washington), and organization (­d�tm�� ��±�
United Nations,  A��¯� © A� Al-Ittihad Club).

NER is a key component and a fundamental task
for many NLP applications, including information
extraction (Liu et al., 2021; Nasar et al., 2021),

question answering (Xu et al., 2021; Peng et al.,
2021), content recommendations (Harrando and
Troncy, 2021; Grewal and Lin, 2018), customer
support (Brahma et al., 2021; Bozic et al., 2021),
and information retrieval (Aliwy et al., 2021). It
is one of the earliest tasks of NLP using classical
statistical algorithms such as maximum entropy
(Chieu and Ng, 2003) and has been developed for
many years. However, it is still relevant in the
current time where we are using transformer-based
language models such as Bidirectional Encoder
Representations from Transformers (BERT) (Liu
et al., 2022).

Despite the recent advances in the NLP systems
due to the usage of deep learning models, especially
transformer-based language models, the need for
new annotated datasets for developing NER sys-
tems is still crucial, where each domain and appli-
cation requires its own dataset and tags. In general,
NER systems, from our perspective, face three chal-
lenges:

First, the widespread use of NLP applications
in different domains necessitates the usage of texts
from these domains, which are probably differ-
ent in their genre, style, and vocabularies, from
the available annotated NER datasets. Out-of-
vocabulary (OOV) will be the first challenge the
NER system will face. For instance, if we need
high-performance NER models, a NER dataset for
the legal domain can not be used for the medical do-
main, and a NER dataset for Moroccan newspapers
will not be the best choice for NER applications for
UAE newspapers.

Second, unlike fixed tagset applications such
as part-of-speech tagging or word segmentation,
each NER application requires different tagsets.
Most of the NER available datasets concentrate on
person names, location, and organization tags with
slight differences among them on other tags, such
as the availability of geopolitical entities tags for
government entities such as the Ontonotes 5 NER
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dataset (Weischedel et al., 2013). Consider the
need for a NER dataset for a food delivery chatbot;
in this case, we may need a tagset containing tags
for: a) the person’s name to know who ordered
the food, b) different tags for food items to direct
the order to a relevant restaurant, and c) address to
know the delivery location. Or suppose a system
to analyze newspaper articles for military clashes;
such a system, in addition to time, location, and
the number of injuries, will need different tags to
identify different kinds of weapons, for example.

Third, even if there is a dataset for particular
domains or genres, there are always new topics, in-
terests, and concepts introduced to those domains
and genres that may degrade the models trained
on older datasets. Such a challenge is well known
in the machine learning community as data and
concept drift (Celik and Vanschoren, 2021; Mah-
eswari et al., 2022; Mei et al., 2022). Consider,
for instance, a NER system trained on annotated
texts from newspapers during the 2000s and then
applied to newspaper texts during the COVID-19
pandemic; will this system perform well?

The contribution of this paper is in three folds.
First, we introduce Wassem (�iÌFÁ¤ in Arabic, “anno-
tate” in English), a platform for Arabic textual data
annotation based on the Django framework. Sec-
ond, we used Wassem to prepare COVID-19 Arabic
Named Entity Recognition dataset (CAraNER): a
NER dataset annotated with six tags (Person, Orga-
nization, Location, Title, Miscellaneous, and Other)
covering 1,278 sentences, randomly extracted from
Saudi Arabian newspapers part of Arabic Newspa-
pers COVID-19 Corpus (AraNPCC) (Al-Thubaity
et al., 2022). The COVID-19 part of the corpus
name “CAraNER” is a temporal reference to the
COVID-19 period as the AraNPCC corpus cov-
ers one year before the COVID-19 pandemic and
two years after the emergence of the pandemic (i.e.
2019 - 2021).

Third, using CAraNER, we evaluate four BERT-
based Arabic language models, namely bert-base-
multilingual-cased (Devlin et al., 2019) (base-
line), AraBERTv0.2-large (Antoun et al., 2020),
CAMeLBERT-MSA (Inoue et al., 2021), and
GigaBERT-v4 (Lan et al., 2020).

The rest of this paper is organized as follows: In
section 2, we review the related work on Arabic
NER. We briefly describe the main building blocks
for Wassem in section 3. Section 4 describes the
process of the CAraNER dataset construction and

annotation and its basic statistics. Section 5 illus-
trates and discusses the result of fine-tuning four
language models using CAraNER. We conclude
the paper in section 6.

2 Related Work

Previous works on NER can be divided into two
categories: building named-entity-tagged corpora
and building NER models. In this section, we focus
on previous work on building named-entity tagged
Arabic corpora. Previous works on building named-
entity corpora cover a variety of languages, genres,
and domains. These studies focused on many tag
sets that differ according to the application and do-
main requirements. Some corpora in the literature
cover general-purpose tag sets from broad domains
such as newswire and Wikipedia. In contrast, oth-
ers focus on specific tag sets, such as the medical
domain. Most previous studies include the four
named-entity tags: Person, Location, Organization,
and Miscellaneous.

The interest in building Arabic NER corpora
dates back to the 2000s. One of the earliest stud-
ies for building an Arabic named-entity annotated
corpus is the ACE 2004 Multilingual Training Cor-
pus (Mitchell et al., 2005). The ACE 2004 corpus
is developed by LDC and contains text in Arabic,
Chinese, and English, covering a variety of genres.
It was annotated for many NLP tasks, including
named entity recognition and relation extraction.
The ACE 2004 entity tags are Person (PER), Geo-
Political Entity (GPE), Organization (ORG), and
Facility (FAC). The size of the Arabic portion of
ACE 2004 is around 10K tokens and collected from
newswire texts.

Another LDC-licensed multilingual corpus is
Ontonotes 5 (Weischedel et al., 2013), which is
collected from various genres, including newswire
and conversational telephone speech in three lan-
guages: Arabic, Chinese, and English. The Arabic
portion of Ontonotes 5 contains around 300K to-
kens. Similar to our corpus, the Arabic Ontonotes
5 corpus was collected only from newswire sources
in Modern Standard Arabic (MSA) and annotated
with 18 entity types.

The ANERcorp corpus (Benajiba et al., 2007)
is collected from Modern Standard Arabic media
texts. It contains around 150K tokens tagged with
four entity types: person, organization, location,
and miscellaneous.

For genres other than newswire, Mohit et al.
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(2012) developed the American and Qatari Model-
ing of Arabic (AQMAR) corpus for Wikipedia arti-
cles. It consists of 74K tokens tagged with domain-
specific categories covering four topics: technol-
ogy, science, history, and sports. Salah and Zakaria
(2018) developed the Classical Arabic Named En-
tity Recognition Corpus (CANERCorpus) for text
for the Islamic Hadith. It contains around 72K to-
kens tagged with categories relevant to the field,
such as “Prophet”.

Darwish and Gao (2014) have developed the first
NER dataset for Arabic Tweets. Their dataset com-
prises 5,069 tweets tagged with three tags, namely:
person, location, and organization. Recently, Jarrar
et al. (2022) released the Nested Arabic Named
Entity Corpus (Wojood). Wojood comprises 550K
tokens from Modern Standard Arabic (MSA) and
different Arabic dialects. Wojood annotated with
21 entity types, including person, organization, lo-
cation, product, and unit. Wojood is the largest Ara-
bic NER dataset and the first Arabic NER dataset
using nested tagging.

The most important factor that may distinguish
the CAraNER dataset is that it was sampled from
the COVID-19 period. Regarding the CAraNER
size (∼50K tokens), we are working to increase its
size to reach a level that can produce good results
using state-of-the-art machine learning algorithms,
specifically neural language models.

3 Annotation Platform

The motivation behind the development of Wassem
is the shortage of open source annotation platforms
suitable for Arabic NLP annotation tasks such as
word segmentation and diacritization. We designed
Wassem to help in the following tasks: a) Text and
sentence annotation for applications such as text
classification and sentiment analysis, b) Sequence
annotation for applications like NER and POS tag-
ging, c) Subword annotation for applications like
Arabic words segmentation, and d) for Arabic word
diacritization.

Wassem has four main functions, which are de-
scribed as follows:

a. Annotation task initialization: The system
administrator is responsible for this function.
Four steps are needed to complete this process
as follows: First, the administrator needs to
define the list of tags used for the annotation
task, with a brief description for each tag if
they do not exist before in the database. Also,

the administrator can attach a list of words
with fixed tags such that the corresponding
tag for each word in the list does not change
when the context changes; this accelerates the
annotation process. For example, for POS
tagging, this list may include particles and
prepositions such as “Y��” (to), “��” (about),
“�k�” (but) or part of the most frequent words
in the data that have the same characteristic,
i.e., they have fixed tags such as “¢l��” (Al-
lah), “�A�” (Said), “Y��” (To). The system
will automatically annotate words with their
corresponding tags in the list such that the
user does not need to consider them during
manual annotation. Such lists of words and
their fixed tags can be used in the future for
other annotation tasks. Second, the system
currently provides manual annotation on the
document level and word level. Based on the
type of annotation task, the system adminis-
trator should determine the level of the task.
The difference between the two levels is the
text unit that will be annotated with the tag.
Hence, in the case of the document level, a la-
bel will be assigned to the entire sentence/text,
for example, sentiment analysis on the doc-
ument level. In contrast, for the word-level
annotation, each word/token in the text will be
labeled with a tag, for example, POS tagging.
Moreover, for the case of word-level annota-
tion, the administrator should specify if the
task is a segmentation, diacritization, or tag-
ging the whole token (e.g., NER). Third, the
administrator needs to provide a description of
the annotation tasks and identify the minimum
number of annotators who can participate in
the task. The system can automatically assign
a final label using the majority vote if there
are three or more annotators. Fourth, the ad-
ministrator should upload the raw data that
will be tagged if it was not in the system be-
fore (i.e., used previously on other annotation
tasks), and link this annotation task with the
appropriate list of tags.

b. Annotation task assignment: After creating
the annotation task, the administrator should
assign it to the annotators. The administrator
can add new annotators or select annotators
already existing in the system. Wassem’s web-
site provides a link to a registration form for
volunteer annotators where they need to pro-
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Figure 1: An example of a word-level annotation task (POS tagging) on Wassem.

vide their contact information, gender, age,
and educational background. Such informa-
tion will help the administrator to identify the
best annotators for each annotation task.

c. Annotation process: When the annotator
starts the annotation process for the first time,
the system will welcome her/him and provide
them with a description of the annotation task
and a description for each tag. Then the sys-
tem will display the data for the annotator to
start annotating it. To keep the user concen-
trated on the annotation task, the system uses
three colors for the words in the displayed
sentence during annotation:

• Red: highlights the word that is being
annotated.

• Gray: indicates the word that was labeled
automatically by the system using a pre-
defined list of words and their tags.

• Green: for the rest of the words.

Figure 1 shows an example of word-level an-
notation for a simple Arabic POS annotation
task.

d. Exporting data: Finally, the annotated data
can be exported in a CSV file format. The
system applies the majority voting approach
to determine the final tags for each example.
If there is no agreement (i.e., tie), the final
tag will be set as “No_agr”. In the case of
uncompleted tasks (i.e., some annotators have
not completed their tasks yet), the system will
set the tag as “Not_Annot” to the examples
which are not annotated yet.

4 Data

In this section, we describe our work to prepare the
raw data for the annotation process, the tagset used
for annotation, the annotators’ training and anno-
tation process, and the final data after annotation.
We made the dataset is available for free download
on GitHub 1.

4.1 Data Preparation
The raw CAraNER data is randomly selected sen-
tences from 826,323 Modern Standrad Arabic
(MSA) texts that constitute Saudi Arabia newspa-
pers in AraNPCC (Al-Thubaity et al., 2022). AraN-
PCC comprises more than 1.7 million texts auto-
matically collected from the newspapers of 12 Arab
countries for one year before the COVID-19 pan-
demic and two years during the pandemic (from 1
January 2019 until 31 December 2021). We focus
on the Saudi part of the AraNPCC corpus as we
had the chance to hire annotators only from Saudi
Arabia, who are more familiar with the local named
entities such as town names.

To prepare the data for annotation, we followed
the following steps:

4.1.1 Texts Selection
There are 8 Saudi newspapers in AraNPCC. The
texts from these eight newspapers are categorized
into 19 classes: health, corona, culture, economy,
international, local, opinion, society, sport, politics,
technology, journal, last page, lifestyle, main, reli-
gion, story, women, and not classified. Each Saudi
newspaper has its own classification system, so not
all these classes are available in every Saudi news-
paper. For each year (2019, 2020, and 2021) and

1https://github.com/kacst-ncdaai/caraner
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from each of the eight newspapers, we randomly
selected 6 texts from each class. Finally, we got
1,271 texts comprising 322,907 tokens. The num-
ber of tokens exceeds our need for this stage of
the project; however, it will allow us to extend our
work in the future.

4.1.2 Preprocessing
Instead of annotating the entire text, we prepro-
cessed each text and divided it into sentences.
Building a NER system based on sentences will
allow all ML algorithms to handle the input data
easily and will make the data more diverse. For
each text, we carried out the following steps to
achieve our goal:

a) Replace each new line marker “\n” with a
space.

b) Replace each URL with a special marker
“<link>”.

c) Remove Arabic diacritics.

d) Replace repeated punctuation marks such as
“!”, “?”, “.” and “-” with a single punctuation
mark of its kind.

e) Separate punctuation marks from words by a
space and parentheses from words and num-
bers by a space.

f) The above step will affect the dots that come
after the title abbreviations of Doctor “. ”
(Dr.), Engineer “.� (Eng.), Professor “.�” or
“.�” (Prof.), which will negatively affect the
process of sentence segmentation. So, we re-
place each dot after these abbreviations with
a special marker “/”.

g) We use the sent_tokenize(text) function in the
NLTK python package to segment the text
into sentences. This step will produce a list of
sentences.

h) Select sentences with a length of more than
10 characters.

i) Replace “/” that comes after “� ,� ,� , ” with
a dot “.” on the selected sentences and save
them in a list. This step allows us to preserve
these abbreviations.

Applying the above steps for all texts produced
8,371 sentences comprising 370,138 words. We

shuffled these sentences randomly and saved them
in 75 text files, each file compromising approxi-
mately 5,000 words. Note that the preprocessing
steps increase the number of words due to the ap-
plication of step “e” mentioned above. Dividing
the produced sentences into separate files (75) al-
lows managing the annotation process as batches
and handle any misconceptions or mistakes by the
annotators during the revision of the annotation
process for each batch before the beginning of the
next batch.

4.2 Tagset

For CAraNER we choose the following tags:

• PER: person names such as “dm��” (Mo-
hamad); nicknames such as “­Cw� w��”
(Nora’s brother) and “^�A���” (Al-Jahiz).

• TIT: job title such as “º�CEw��Hl��Hy¶C”
(Prime Minister); military and civilian ranks
“©r�� �¤� �§r�” (Admiral); academic or
professional title such as “xdnhm��” (engi-
neer); political or social title such as “	�A}
¨klm�� wms��” (His Royal Highness).

• LOC: countries such as “rO�” (Egypt); re-
gions, provinces, cities, and villages such as
“�¤ry�” (Beirut); landmarks and sites such
as “º�r� CA� (Cave of Hira).

• ORG: government and commercial organiza-
tions and bodies such as “T§ w`s�� T·yh��
¨�AnW}¯� ºA�@��¤ �A�Aybl�” (Saudi Data
and Artificial Intelligence Authority); sports
clubs such as “�FA�wy� �§r�” (Newcas-
tle United Football Club); international bod-
ies such as “Ty�rtl� Ty�r`�� Tm\nm��
�wl`��¤ T�Aq���¤” (Arab League Educa-
tional, Cultural and Scientific Organization);
countries and capitals as political entities such
as “
r�m��” (Morocco) in such a following
context: “.... A¡CAkntF� �� 
r�m�� 
�r��”
(Morocco has expressed its disapproval ....).

• MIS: For other named entities (miscella-
neous). It includes but is not limited to
diseases such as “19-dy�w�” (COVID-19),
medicines and chemical compounds such as
“�y�¤Cwl�” (Chloroquine); events such
as “2020 wbs��” (Expo 2020); Curren-
cies such as “¨��CA�� �¡C (Arab Emi-
rates Dirham); beliefs and ideologies such as
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“TyV�rqm§d��” (Democracy); products such
as “¤r�  Ab§�” (iPad Pro); measurement units
such as “��r� wly�” (Kg); regulations and
laws such “¨�¤d�� dy�� ­r�  w�A�” (in-
ternational handball federation regulations);
tribes such as “	l��” (Taghlib).

Since the named entities can be in chunks with
more than one word, we adopt the most used tag-
ging format for NER: Inside–Outside–Beginning
(IOB) format such that tags will be prefixed either
with “I” or “B”. The non-named entities will be
tagged as “O”.

In addition to these tags, we use the “N” tag
to indicate when the annotator can not determine
the right tag for a given word. This tag helps us
track the annotators’ learning curve and highlight
the difficulties they may face during the annota-
tion process. In total, the annotators will work
on 12 tags, namely: B_PER, I_PER, B_TIT, I_TIT,
B_LOC, I_LOC, B_ORG, I_ORG, B_MIS, I_MIS,
O, and N. The N tag does not appear in the final
revised tags for the dataset, as it is revised by other
annotators.

4.3 Annotation Process

We have hired five annotators for the annotation
process of CAraNER. All annotators are Saudi na-
tionals, two males and three females, in the final
semester of their university undergraduate study,
and all were around 21 years old.

We followed the following steps to train the an-
notators:

• We introduced the problem of NER to the
annotators.

• We introduced different examples of each tag
and discussed them with annotators.

• We asked each annotator, based on their first
impression, to annotate three short sentences
and ask the other annotators if they agreed or
disagreed and why. This discussion allowed
us to clarify several issues regarding the anno-
tation process to the annotators.

• We provided the annotators with 25 sentences
and asked them to annotate them. Further-
more, we asked the annotators not to discuss
the annotation process with each other to re-
duce cognition bias.

• We reviewed the annotation results with the
annotators, gave them our feedback, and an-
swered their questions and ambiguities regard-
ing tags.

• We train the annotators on Wassem.

The training process for annotators took more
than two weeks. After the annotators’ training,
we provide each annotator with one batch at the
beginning of the week. Then, we ask them to an-
notate the batch during the week using Wassem
unless they feel tired, bored, or sick. We do so to
assure the quality of the annotation. In the follow-
ing week, we annotate the same five batches as the
previous week, but each annotator will annotate
another batch. By the end of the second week, each
batch will be annotated by two annotations. Within
five weeks, the annotators were able to annotate 27
batches.

After annotating a batch, we asked all annotators
to discuss the disagreement cases and to agree on a
decision regarding a disagreement case.

The data shows that there are 2,949 disagree-
ment cases (5.3%) during the annotation process,
i.e., the annotators agreed on 94.7% of annotation
examples. Furthermore, the annotated data shows
that there were 506 cases (0.9%) where a single
annotator could not determine the tag for a given
word. 21 of these words were shared between two
annotators. All these cases were resolved each
week during the process of annotation revision.

4.4 Statistics

The statistics on the data show that the CAraNER
corpus comprises 55,389 tokens distributed over
1,278 sentences containing 3,813 named entities.
Table 1 illustrates the distribution of named entities
and examples of each named entity type. Note that
the percentage of words that have “O” tags in the
dataset is 84.5%.

5 Evaluation

NER is usually treated as a sequence labeling prob-
lem. In the literature, early studies used CRF mod-
els (Konkol and Konopík, 2013). Later, deep learn-
ing sequence models such as LSTMs have been
used in many studies for NER (Zhang and Yang,
2018). More recently, pre-trained language models
have been used to model NER, and they outperform
previous models (Yohannes and Amagasa, 2022).
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Tag % Examples

PER 19.3%

,z§z`��db� ��  AmlF ,¨�A`mO�� dy�¤ ,dh� �� d�A� ,xw§CA�A�
,¨��dm��� x�r� w�� ,©w§r��� d�A� 
n� �w� ,¤d�A�¤C w�AytFr�
. d§A� w� , A�¤ C� 	yV 	�C ,z§z`��db� ��  AmlF �� dm��
Makarios, Khalid bin Fahd, Walid Al-Samaani, Salman bin Abdulaziz,
Cristiano Ronaldo, Nouf bint Khalid Al-Jeriwi, Abu Firas Al-Hamdani,
Mohammed bin Salman bin Abdulaziz, Recep Tayyip Erdogan, Joe Biden

TIT 21.4%

,Cwt�d�� ,�d`�� r§E¤ ¨�A`� ,ry�±� ,¨}rbq�� Hy¶r�� ,¨ty�ws�� ryfs��
�yf§rK�� �y�r��� � A� ,TFdnhm�� ,A�wn� ©@yfnt�� Hy¶r�� ,�yK�� TlyS�
Soviet Ambassador, Cypriot President, Emir, Honorable Minister of Justice, Dr.,
Sheikh, CEO of Nova, Engineer, Custodian of the Two Holy Mosques

LOC 12.9%

, wFw� ,Ayb�w�w� ,�rf�� © �¤ ,�AmJ  d`� ,��r��� d�sm��

C�� , Cw� �rs� ,Ty�AmK�� An§¯¤CA� T§¯¤ ,©¤¯A� ­ry�� ,­r¡Aq��
Al-Masjid Al-Haram, Ma’aden Shemam, Wadi Al-Fara’, Columbia, Lawson,
Cairo, Lake Malawi, North Carolina, Nord Theater, Ma’rib

ORG 25.0%

,�z�E AyqF ­C� � ,Tyl��d�� ­C�E¤ ,¨·yb�� ��±� ��w� , �w�³� T�Am� ,�wbsy�
T§A�wl� ¨nVw�� z�rm�� ,¨�AnW}¯� ºA�@��¤ �A�Aybl� T§ w`s�� T·yh��
¨k§r�±� xr��wk�� ,�w�rfy� ,¨�w��� �AyKyl� ,Aht��Ak�¤ |�r�±� ��
Facebook, Brotherhood, Environmental Security Forces, Ministry of Interior,
Zamzam Water Department, Saudi Authority for Data and Artificial Intelligence,
National Center for Disease Prevention and Control, Houthi militias, Liverpool,
US Congress

MIS 21.4%

,Tl¡A� Tlyb� ,TSf�� ,Ty�Aml`�� ,d�tsm�� A�¤Cw� x¤ry� ,�z�E ºA�
,T§ w`s�� �®��  A�rh� ,©rks�A,Anl�w� ,AyF� �AW�� ©C¤ 
Ty�znm�� T�Am`l� Cw�±� T§Am� �A\�
Zamzam water, the emerging coronavirus, secularism, silver, the Bahla tribe,
the Asian Champions League, Tawakkalna, diabetes, the Saudi Film Festival,
the wage protection system for domestic workers.

Table 1: Named entities distribution with examples from the CAraNER corpus.

We evaluate the CAraNER dataset by fine-
tuning four BERT-based language models: bert-
base-multilingual-cased (baseline), AraBERTv0.2-
large, CAMeLBERT-MSA, and GigaBERT-v4. All
of these models are based on BERT-base except
AraBERT, which is based on BERT-large.

We fine-tuned the language models on the
Google Colab platform using Tesla GPUs. We
considered the following for experimentation setup
for all models:

• From Huggingface, we used transformers
v4.21.1, AutoTokenizer, and BertForToken-
Classification libraries.

• We use AdamW for optimization with learning
rate = 3e-5.

• We split data into 80% for training and 20%
for testing (randomly selected).

• We select the number of Epochs = 16.

• We set the value for Max_grad_norm = 1.0.

• We set sentence_max_length = 295 (length of
the longest sentence in the corpus).

• We choose batch size = 4.

Model Acc. Prec. Recall F1
mBERT 0.95 0.78 0.77 0.77
AraBERT 0.97 0.86 0.86 0.86
CAMeLBERT 0.96 0.83 0.86 0.84
GigaBERT 0.96 0.81 0.8 0.8

Table 2: Performance measures (accuracy, macro aver-
aged precision, recall, and F-1) for the fine-tuned lan-
guage models. mBERT: bert-base-multilingual-cased.

Table 2 shows the performance measures (macro
avg) for the four fine-tuned language models. We
consider the macro F1 measure when compar-
ing the models. The results suggest that the

7



Tag mBERT AraBERTv0.2-large CAMeLBERT-MSA GigaBERT-v4
B-LOC 0.63 0.75 0.71 0.71
B-MIS 0.61 0.74 0.69 0.64
B-ORG 0.69 0.83 0.85 0.8
B-PER 0.89 0.97 0.94 0.91
B-TIT 0.86 0.92 0.88 0.86
I-LOC 0.61 0.76 0.78 0.74
I-MIS 0.58 0.64 0.64 0.55
I-ORG 0.79 0.9 0.91 0.82
I-PER 0.94 1 0.98 0.97
I-TIT 0.9 0.91 0.93 0.85
O 0.98 0.99 0.98 0.98

Table 3: F1 measure for each named entity tag. mBERT: bert-base-multilingual-cased.

AraBERTv0.2-large language model outperforms
the other models followed by CAMeLBERT-MSA.

The superiority of the AraBERT over other mod-
els can be explained by the fact that AraBERTv0.2-
large is much larger than the other models. In
particular, AraBERTv0.2-large has 371M param-
eters, whereas the other models are based on the
smaller model BERT-base, which has less than half
this number of parameters. However, we observe
that CAMeLBERT-MSA achieved a comparable
performance by only using less than half of the
model size. This relatively good performance of
CAMeLBERT-MSA can be attributed to the size of
the data on which the model was trained compared
to the other models.

From these results, we observe that all models
achieved an accuracy score of more than 95%. This
can be attributed to the fact that most of the words
have an “O” tag, which makes it easy to achieve
such a high accuracy score. In particular, only
3,813 (∼7%) out of 55,389 tokens are named enti-
ties, and 51,576 (∼93%) of the tokens are not.

Table 3 shows the F1 score of the four fine-tuned
models on CAraNER for each tag. The results show
that all models have the same relative performance
order for named entity tags. We observe that the
best performance was on the PER tag, followed by
the TIT, ORG, LOC, and MIS tags, respectively.
The relatively high performance on the PER and
TIT tags is probably due to the repetition of public
figures’ person names and their titles in newspa-
pers. For the ORG and LOC tags, the errors were
due to wrong identification for the beginning of
their named entities. The low performance of the
MIS tag can be attributed to the diversity of named
entities it contains.

6 Conclusion

In this paper, we introduced a web-based anno-
tation platform for Arabic NLP (Wassem) and a
new dataset for Arabic NER (CAraNER) annotated
with five tags (PER, TIT, LOC, ORG and MIS)
using Wassem. Experimentation on four BERT-
based language models shows that fine-tuning
AraBERTv0.2-large on CAraNER gives the best
results among the other models, with a 0.86 macro
F-1 score. Also, the relatively good performance of
CAMeLBERT-MSA (0.84 macro F-1 score) may
suggest that using large and diverse datasets for pre-
training smaller language models (i.e., BERT-base)
gives similar performance to larger models (i.e.,
BERT-large) pre-trained on smaller datasets. In
the future, we plan to double the size of CAraNER
to improve the performance and experiment with
different Arabic language models.
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