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Abstract

We present PromptLS, a method for fine-tuning
large pre-trained Language Models (LM) to per-
form the task of Lexical Simplification. We use
a predefined template to attain appropriate re-
placements for a term, and fine-tune a LM using
this template on language specific datasets. We
filter candidate lists in post-processing to im-
prove accuracy. We demonstrate that our model
can work in a) a zero shot setting (where we
only require a pre-trained LM), b) a fine-tuned
setting (where language-specific data is re-
quired), and c) a multilingual setting (where the
model is pre-trained across multiple languages
and fine-tuned in an specific language). Experi-
mental results show that, although the zero-shot
setting is competitive, its performance is still
far from the fine-tuned setting. Also, the mul-
tilingual is unsurprisingly worse than the fine-
tuned model. Among all TSAR-2022 Shared
Task participants, our team was ranked second
in Spanish and third in English.

1 Introduction

We present our system submission for the TSAR-
2022 Shared Task (ST) on Lexical Simplifica-
tion (Saggion et al., 2022). The task required par-
ticipants to develop a lexical simplification system
capable of taking a word in context and return-
ing a list of candidate substitutions. The task pro-
vided test data in English (EN), Spanish (ES) and
Brazilian Portuguese (PT). We chose to submit for
all three tracks a system based on the concept of
Prompt Learning. Whereas the previous state of the
art for Lexical Simplification, LSBert (Qiang et al.,
2020), masked the token in context, our approach,
namely PromptLS, injects prompts within the con-
text that forces the model to generate appropriate
substitutions as in Table 1. We experimented with
multiple prompts, varying the syntax and lexicon of
the prompt, selecting the best-performing variants.

Context Training sentences

No
a simple word for classified is
[MASK] .

5 words
(left
and
right)

triangles can also be classified
(a simple word for classified is
[MASK]) according to their inter-
nal angles

All
context

triangles can also be classified
(a simple word for classified is
[MASK]) according to their internal
angles , measured here in degrees .

Table 1: Data examples generated for fine tuning the
LMs for the prompt template: “a simple word for
[MASK] is”. We show the complex word in bold.

To fine-tune a language model using prompts, we
firstly collected labelled data from different sources
corresponding to the three languages. We then
combined them and split the data into training and
validation subsets. We also tested our prompts with
a zero-shot and multilingual settings. As a result,
PromptLS performed the best fine-tuned, compared
to the multilingual and zero-shot settings.

We finally selected the best configurations to
run on the official testing sets. Hence, we could
observe the same pattern in the testing set as in our
validation subsets, i.e., the fine-tuned setting still
produced the best performance across languages.

2 Related Work

Lexical simplification arose as a form of assistive
technology (Devlin, 1999; Carroll et al., 1999) for
people with aphasia. Early systems used dictionary
based replacement methods (Bott et al., 2012), with
disambiguation methods to improve the selection
of candidates (Paetzold and Specia, 2015).

Recently, simplification systems have focused
on the use of transformer architecture to identify
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appropriate replacements for a given word (Qiang
et al., 2021). This can be applied at a single or
multi-word level (Przybyła and Shardlow, 2020).

Prompt learning is a method of leveraging the
learnt probabilities in a large pre-trained language
model to solve NLP tasks (Brown et al., 2020; Liu
et al., 2022). This can be done in a zero shot (Sun
et al., 2021; Ni and Kao, 2022), or fine-tuned set-
ting (Jiang et al., 2020). Prompt learning requires
the design of a prompt (Ding et al., 2022), which
can be engineered (Ding et al., 2021), or generated
(Shin et al., 2020).

3 Methodology

In this section, we start by the description of our
selected datasets (Section 3.1) and the design of
our prompts (Section 3.2). We then describe our
proposed method PromptLS that consists of three
modules: 1) a large language model (LM) that gen-
erates candidates based on a given prompt (Section
3.3), 2) a fine-tuning module that guides the LM
to select more appropriate substitutes (Section 3.4)
and 3) a candidate filtering module which removes
incorrect or inappropriate candidates (Section 3.5).

3.1 Data Collection
In this section we describe our collected state-of-
the-art Lexical Simplification (LS) datasets for EN,
ES and PT. We include a summary in Table 2.

• (EN) LexMTurk (Horn et al., 2014): a dataset
obtained from the alignment of 137K sen-
tences from English Wikipedia and Simple
English Wikipedia. The LexMTurk corpus
represents a random sample of 500 candidates,
where each sentence was manually annotated
by 50 MTurk1 workers.

• (EN) NNSEval (Paetzold and Specia, 2016b):
a dataset based on an user study of 400 non-
native speakers who judged simplification
samples from Wikipedia, LSEval and LexM-
Turk. The NNSEval datasets is a subset of
239 instances from LSEval (De Belder and
Moens, 2012) and LexMTurk, which was im-
proved and refined for LS using complexity
annotations.

• (EN) BenchLS (Paetzold and Specia, 2016a):
is a combined dataset of 929 instances based
on LexMTurk and LSeval. All lexical can-
didates were improved and ranked by native
speakers from the United States.

1https://www.mturk.com/

Language Datasets Instances

EN

LexMTurk 500
NNSEval 239
BenchLS 929

CEFR 414
ES EASIER 5,130
PT SIMPLEX-PB-3.0 1,582

Table 2: All labelled datasets used in this work.

• (EN) CEFR dataset (Uchida et al., 2018): a
dataset of 414 instances based on the Common
European Framework of References for Lan-
guages (CEFR).2 Sentences were extracted
from university textbooks and words were
filtered with the corresponding level based
on words lists. Candidates were selected and
ranked with the support online thesaurus and
CEFR levels annotations.

• (ES) EASIER corpus (Alarcon et al., 2021):
a collection 260 documents annotated by a
linguist and verified by experts and a target
audience. As a result, a LS Spanish dataset of
5130 instances was created, with at least one
candidate per target word.

• (PT) SIMPLEX-PB-3.0 (Hartmann and
Aluisio, 2021): a Brazilian Portuguese cor-
pus of 1582 instances which has been itera-
tive improved from SIMPLEX-PB (Hartmann
et al., 2018) and SIMPLEX-PB 2.0 (Hartmann
et al., 2020) with manual annotations adapted
to children needs as a main audience. These
annotations include 52 different features in-
cluding complex words definitions and lin-
guistic information.

3.2 Template Design
For the implementation of prompt-learning in Lex-
ical Simplification we have designed a template
using equivalent keywords or substitutes appropri-
ate for each language. For example, in English,
we used a template composed by two prompts as
follows:

A(n) <Prompt1> <Prompt2> for <target_word>

The templates for Spanish and Portuguese are
translations of the English template, which resulted
better with performance in comparison with other
alternatives evaluated. The selected prompts for
each language are listed in Table 3.

2https://www.coe.int/en/web/
common-european-framework-reference-languages

219

https://www.mturk.com/
https://www.coe.int/en/web/common-european-framework-reference-languages
https://www.coe.int/en/web/common-european-framework-reference-languages


LN Prompt1 Prompt2
EN easier, simple word, synonym
ES palabra, sinónimo fácil, simple
PT palavra, sinônimo fácil, simples

Table 3: All prompts used in our work. Notice that for
ES and PT, the equivalent prompts has to be inverted
with respect to English due to grammar rules.

We used the masked token tailored to each model
(e.g., [MASK] token) to predict less complex words
instead. We also investigate the impact of context
around a target word on the model by adding con-
text words into the training sentences. Table 1 illus-
trates our selected prompts in English for 3 defined
scenarios: no context, context within a window
size (delimited by a number of characters on each
side) and all context, where all the sentence is con-
sidered. We selected the best-performing prompts
after experimenting with multiple templates.

3.3 Language Models

We selected our models based on their language,
size and performance to evaluate a prompt-learning
setting. These models were trained for Masked
language modeling (MLM) objective.3

• (multiL4) mBERT (Devlin et al., 2019): a
BERT-based model trained over a large mul-
tilingual corpus using Wikipedia in 102 lan-
guages in a unsupervised way.

• (EN) RoBERTa-large (Liu et al., 2019): an
improved version of BERT (Devlin et al.,
2019) model, trained in a large English corpus
(160GB of uncompressed data) with no labels
(i.e., unsupervised).

• (ES) BERTIN (De la Rosa et al., 2022): a
RoBERTa-based model trained in a the Span-
ish portion of mC4 dataset (Raffel et al., 2022),
which has 1 TB of uncompressed data. Due
to the difficulties of using such a large corpus,
a subsection of the dataset was selected using
perplexity sampling.

• (PT) BR_BERTo5: a roBERTa-based model
trained on 6.9M of sentences in PT.

3.4 Fine Tuning

To fine tune our LMs, given a sentence from the
original dataset and its target word (i.e., complex),

3Please refer to the Appendix A for additional systems that
we considered for our benchmarks.

4We refer to our multilingual models as multiL.
5https://huggingface.co/rdenadai/BR_BERTo

we generate a source sentence by masking the
target word in our prompt. Then, we generate
the target sentence by replacing the masked token
([MASK]) in the source sentence with its top-k
simplified candidates. As a result, for each sen-
tence containing a complex word, we have k target
sentences. For example, with the training sentence
in the first row of Table 1, with k = 3 we have the
following target sentences:

a simple word for classified is grouped .
a simple word for classified is organized .
a simple word for classified is categorized .

We performed similarly with the other scenarios
(n-words context, all-context). Then, we repeated
this generation process with all our templates (see
Section 3.2) and across the three languages.

3.5 Candidate Filtering
To maximise the accuracy of our model, we imple-
mented a post-processing step to remove unsuitable
candidates. To decide best on the filtering strate-
gies, we performed a manual analysis of the results
from the trial data provided by the ST.6 For all three
languages, we remove characters that could repre-
sent an undefined candidate such as “unknown” or
“[UNK]”. Also, we removed the complex candi-
date and any non-words that could be suggested by
the model. For Spanish and Portuguese, we lower-
cased all candidates and kept only those words
of length higher than 2. We also removed dupli-
cated candidates. Finally, for English, we filtered
antonyms using Wordnet.7

4 Experiments

4.1 Datasets
For English, we concatenated all the datasets and
removed duplicates in the combined corpus. For
Spanish and Portuguese, we used the EASIER and
SIMPLEX corpora, respectively. In all languages,
the corpus was split in two portions: 90% for train-
ing and 10% for validation, using a random sam-
pling. We used the official release of the gold-
standard from the ST as the testing set.

4.2 Training Settings
We test PromptLS in three different settings:

1. Zero-shot: we input the source sentences tem-
plates with the complex candidate into the
MLM and obtain top-k simple candidates.

6https://github.com/LaSTUS-TALN-UPF/
TSAR-2022-Shared-Task/tree/main/datasets

7https://www.nltk.org/howto/wordnet.html
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LN Model Setting Prompt1 Prompt2 w k Acc@1 A@3 M@3 P@3

EN
RoBERTa-L

zero-shot
easier word all 0 0.378 0.303 0.251 0.606
easier word 10 0 0.356 0.553 0.251 0.612

fine-tune
simple word 5 5 0.830 0.899 0.644 0.941
easier word 5 5 0.803 0.904 0.644 0.941

mBERT multiL
easier word 10 10 0.681 0.718 0.503 0.824
easier synonym 5 7 0.644 0.739 0.510 0.840

ES

BETO zero-shot
palabra simple 10 10 0.064 0.115 0.031 0.115
palabra fácil 10 2 0.053 0.103 0.030 0.103

BERTIN
fine-tune

sinónimo fácil all 3 0.396 0.589 0.191 0.589
palabra simple all 3 0.402 0.559 0.184 0.559

XLM-
RoBERTa-L multiL

sinónimo fácil 5 10 0.304 0.409 0.136 0.409
sinónimo simple 10 10 0.302 0.404 0.135 0.406

PT

ALBERT-pt zero-shot
sinônimo fácil 5 1 0.013 0.045 0.010 0.045
sinônimo simples 10 3 0.013 0.039 0.008 0.039

BR_BERTo
fine-tune

palavra simples all 8 0.497 0.594 0.420 0.600
sinônimo fácil all 10 0.516 0.574 0.433 0.594

XLM-
RoBERTa-L

multiL
sinônimo sinônimo 10 5 0.271 0.406 0.180 0.439
sinônimo simples 5 5 0.277 0.419 0.188 0.452

Table 4: Best-performing configurations on the validation set for each model. LN refers to “Language”, w to the
number of tokens in the context window, k is the number of candidates used to augment the training data, Acc@1
refers to MAP@1/Potential@1/Precision@1, A@3 to Accuracy@3@top_gold_1, M@3 to MAP@3, and P@3 to
Potential@3.

2. Fine-tuned MLM: we train the model with
the augmented source sentences and their cor-
responding labels to fine-tune the MLM. At
inference step, the steps are similar to the zero-
shot setting.

3. Multilingual: We run both (i) and (ii) scenar-
ios using multilingual MLMs.

We also combine the three settings with different
sizes of the window context including 5, 10, and
all context. The performance of PromptLS was
additionally evaluated with different k numbers of
top-k candidates used to generate the training data
(k = 1, 3, 5, 7, 10).

In all experiments, we used the evaluation script
provided by the organiser (Saggion et al., 2022) to
calculate the following metrics: MAP@K (Mean
Average Precision @ K) with K=1,3,5,10; Poten-
tial@K with K=1,3,5,10; Accuracy@K@top1
with K=1,2,3.

4.3 Training Details

We performed our training using 2 NVIDIA v100
GPU (16GB RAM) using the HuggingFace (Wolf
et al., 2020) framework for the implementation of
our models. Our models were trained for 5 epochs,

with a learning rate of 5e-5 using AdamW opti-
mizer, a batch size of 8, a linear scheduler with
no warm-up steps and a Cross Entropy loss. We
did not perform further variations on these hyper-
parameters due to the increased variability of our
prompt-based experiments.8

5 Results

For English, we executed 48 runs in a zero-shot
setting, 240 for the fine-tuned MLM, and 192 for
the multilingual settings. For Spanish, we executed
160 runs for the zero-shot and fine-tuned model
and 140 for the multilingual setting. Similarly, for
Portuguese, we ran 106 runs for zero-shot, 169
for fine-tuned setting and 144 for our multilingual
setting.

Overall, we ran more than 600 experiments
for each language with multiple combinations of
prompts, context windows, number of candidates
for data augmentation, models and settings for the
selection of our submitted system.9 In Table 4, we
include the best two configurations of each model

8Our code is available on Github: https://github.com/
lmvasque/ls-prompt-tsar2022

9We publish our settings selection scripts on Github:
https://github.com/lmvasque/ls-prompt-tsar2022/
tree/main/scripts/benchmark
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LN # Model Setup Prompt1 Prompt2 w k Acc@1 A@3 M@3 P@3

EN
1 RoBERTa-L fine simple word 5 5 0.6353 0.5308 0.4244 0.8739
2 mBERT multi easier word 10 10 0.4959 0.4235 0.3273 0.7560
3 RoBERTa-L zero easier word 5 0 0.2654 0.268 0.1820 0.4906

ES
1

BERTIN fine
sinónimo fácil 0 3 0.3451 0.2907 0.2238 0.5543

2 palabra simple 0 10 0.3614 0.2907 0.2225 0.538
3 sinónimo fácil 10 10 0.3668 0.269 0.2128 0.5326

PT
1

BR_BERTo fine
palavra simples 0 8 0.1711 0.1096 0.1011 0.2486

2 sinônimo fácil 0 10 0.1363 0.0962 0.0944 0.2379
3 sinônimo simples 5 10 0.1577 0.1283 0.1071 0.2834

Table 5: Results on the official testing set. “LN" refers to Language, “#” to the number of submission, “fine" to
fine-tune and “zero" to zero-shot.

in the benchmark for each language. Neverthe-
less, for our ST submission, we selected the three
best-performing runs in the development set using
a ranking of all the models results. We show our
final systems in Table 5.

6 Discussion

In Table 4, we showed that in the case of English,
using zero-shot combined with context produced a
relatively reasonable performance. Meanwhile, it
is not the case for Spanish and Portuguese, which
scored significantly lower. Such performance can
be attributed to the size of the MLMs. In contrast,
the fine-tuning setting led to a higher performance
although we used small annotated corpora to fine-
tune the MLMs. The performance gap between
zero-shot and fine-tuning ones is between 0.3 and
0.4 across metrics and languages. It is unsurprising
that the multilingual LMs did not outperform the
monolingual ones.

Candidates for the prompts (e.g., “easier”,
“word”) affected the performance of PromptLS. In
the English language, the best prompts are com-
posed by “easier word” and “simple word”. Mean-
while, it was more suitable to use “palabra sim-
ple” and “palabra fácil” for the Spanish model and
“palavra simples” and “sinônimo simples” for the
Portuguese model. Our selections in Portuguese
were done based on the knowledge of a second-
language learner without the support of a native
Brazilian Portuguese speaker. Therefore, there
might be space for improvement on the selected
settings of this model.

In addition, we observed that context words
around a complex word are important in this task.
In all the settings reported in Table 4, we had to use
at least a window of 5 words to obtain good perfor-

mance. Using multiple candidates for a complex
word to augment the training data helps improve
the performance as well. Finally, we selected the
best settings and applied them to the official testing
set. The results (Saggion et al., 2022) of our three
runs in each language are reported in Table 5.

Concerning the model selection, it is noted that
T5 model (Raffel et al., 2022) is also a suitable base-
line for a prompt-based setting. However, unlike
the experimental MLMs, T5 has a decoder, which
requires additional effort to apply it to Lexical Sim-
plification. We therefore leave this implementation
for future work.

7 Conclusion

In this paper, we presented the implementation of
a prompt-learning system for LS. Our experiments
indicate we can obtain reasonable results even in
zero-shot settings, especially for full resourced lan-
guages such as English. We demonstrate that by
fine-tuning our prompt templates, we obtain com-
petitive results in all languages. As future work, we
intend to experiment with better datasets, including
better filtering and ranking methods for LS.
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A Baselines

In addition to the submitted baselines, we also con-
sidered the following systems:

• (multiL) XLM-RoBERTa-large (Conneau
et al., 2020): a multilingual RoBERTa-based
model trained over 2.5T of data from the Com-
monCrawl in 102 languages in an unsuper-
vised way.

• (EN) bert-large-uncased (Devlin et al.,
2019): a BERT-based model trained on the
BookCorpus, a dataset of 11,038 books and
English Wikipedia.

• (EN) ALBERT-large (Lan et al., 2020): a
BERT-based model optimised to consume less
memory with reduced training time. It is also
trained for sentence order prediction task with
a self-supervised loss to compensate its per-
formance drop from the parameters reduction.

• (ES) BETO (Cañete et al., 2020): a BERT-
based model trained in large (300M lines)
Spanish corpora from different sources10.

• (PT) ALBERT-pt-br11: an ALBERT-based
model trained in Brazilian Portuguese data.

• (PT) RoBERTa-pt-br12: a roBERTa-based
model trained in Brazilian Portuguese data.

10https://github.com/josecannete/
spanish-corpora

11https://huggingface.co/josu/albert-br
12https://huggingface.co/josu/roberta-pt-br
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