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Abstract

In this paper, we describe our system, Pre-
siUniv, to generate and rank candidate simpli-
fications using publicly available pre-trained
language models (BERT, BETO, and BERTim-
beau), word embeddings (Eg. FastText, NILC),
and part-of-speech taggers (NLTK PoS Tag-
ger, Stanford PoS Tagger and Mac-Morpho),
to generate and rank candidate contextual sim-
plifications for a given complex word. In this
shared task, our system was placed first in the
Spanish track, Sth in the Brazilian-Portuguese
track, and 10th in the English track. We up-
load our codes and data for this project to aid
in replication of our results. We also analyze
some of the errors and describe design deci-
sions which we took while writing the paper.

1 Introduction

Lexical Simplification (LS) is a task of natural lan-
guage generation that aims to substitute difficult
words and phrases in a sentence for simpler ones
that convey the same information (Paetzold and
Specia, 2017). This is a challenging task because
not only must the substitution retain the original
meaning while still adhering to the grammatical re-
quirements of the sentence that is being simplified,
but different people may have different needs for
simplification (Alva-Manchego et al., 2020). Fig-
ure 1 shows the pipeline for lexical simplification
(Shardlow, 2014).

In light of this, the TSAR 2022 Workshop orga-
nized a shared task on lexical simplification, where
participating teams have to generate and rank sim-
plifications for a given complex word (Saggion
et al., 2022). Each team is allowed to submit three
runs for their system. This paper describes the per-
formance of our team, PresiUniv' at this shared
task.

'Code:http://www.github.com/lwsam/
TSAR-2022/
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Complex Sentence Simplified Sentence

The cat perched on the mat.

l

Complex Word Identification

The cat sat on the mat.

I

Substitution Ranking

The cat perched on the mat. #1: sat, #2: rested

|

Substitution Selection

Substitution Generation

perched: rested, sat, roosted perched: rested, sat, roosted

Figure 1: Pipeline of Lexical Simplification

2 Problem Statement

Our problem is defined as follows:

““Given a context and a possible complex word,
we need to generate a ranked list of candidate
simplifications.”

Hence, our task is divided into two sub-tasks.
The first sub-task involves generating words that
would replace a complex word in the target sen-
tence, which would simplify it. The second sub-
task consists of ranking the top 10 most suitable
words.

3 Related Work

Lexical simplification must identify complex words
and choose the optimal replacement (Shardlow,
2014; Paetzold and Specia, 2017). Previous shared
tasks have already been done as a part of SemEval
2016 (Paetzold and Specia, 2016) and BEA 2018
(Yimam et al., 2018). While the first shared task
dealt with a single training and test set in English
alone, the second shared task dealt with complex
word identification in multiple languages (English,
German, and Spanish), as well as a multilingual
scenario (where the system is tested in a fourth
language, French).
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Figure 2: The method that we used for simplification
Language Pre-trained Language Model Word Vectors Part-of-Speech Tagger
English BERT FastText NLTK PoS Tagger
Spanish BETO FastText Stanford PoS Tagger
Brazilian Portuguese BERTimbeau NILC Embeddings Mac-Morpho

Table 1: Resources

4 Method

Figure 2 shows the different steps that we take to
generate and select our candidates. It consists of
the following steps:

1. Generation of candidate tokens
2. Candidate word selection
3. Candidate word pruning

Consider the following input sentence: “A Span-
ish government source, however, later said that
banks able to cover by themselves losses on their
toxic property assets will not be forced to remove
them from their books while it will be compulsory
for those receiving public help.” Let the target word
(the one being replaced) be “compulsory”?

4.1 Candidate Token Generation

We first generate a list of the top & tokens using
a pre-trained language model (Eg. BERT-base-
uncased (Devlin et al., 2019)). The pre-trained lan-
guage model generally selects the most probable
word to replace the masked token®. Since simpler
words are more probable than more complex words
(Leroy and Kauchak, 2014), we consider that the
words generated are already ranked in order of dif-
ficulty from simplest to hardest.

Hence the above example sentence becomes “A
Spanish government source, however, later said that
banks able to cover by themselves losses on their

This example is taken from the trial dataset of the shared
task.

3We trim out tokens which are not completely alphabetic,
like “##ching”

used for each language

toxic property assets will not be forced to remove
them from their books while it will be [MASK] for
those receiving public help.” The generated tokens
(in order of probability) are: “available”, “easier”,

“safe”, “beneficial”, “provided”, “safer”, “better”,
“convenient”, “appropriate”, “done”, “mandatory”,

’

4.2 Candidate Word Selection

The next step is to select only the words which
are suitable in meaning to the complex word. For
example, the word “done” is not exactly a syn-
onym for the word “compulsory”*. On the other
hand, the word “mandatory” is a synonym®. In or-
der to do that, we select words whose similarity is
above a threshold value but less than 1 (because a
cosine similarity of 1 would imply that the replace-
ment is the same as the original complex word).
For a threshold value of 0.50, we select the words
“mandatory”, “obligatory”, “voluntary” and “man-
dated”.

LR INT
]

4.3 Candidate Word Pruning

Finally, we prune the selected words selected using
a part-of-speech tagger to ensure that the chosen
words with the correct inflexion as the complex
word are chosen. From the above four words, we
see that the word “mandated” is not of the same
part of speech as “compulsory” (verb vs adjec-
tive)ﬁ, and hence, the final ranked list of words is

*The cosine similarity using our word embeddings between
done and compulsory is 0.119

The cosine similarity using our word embeddings between
mandatory and compulsory is 0.767

®In the given context, “mandated” would behave as an
adjectival.
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Rank English Spanish Brazilian-Portuguese
Team Acc@1 Team Acc@1 Team Acc@1
1 UniHD 0.8096 PresiUniv 0.3695 | GMU-WLV | 0.4812
2 MANTIS 0.6568 | UoM&MMU | 0.3668 Cental 0.3689
3 UoM&MMU | 0.6353 | PolyU-CBS | 0.3586 | PolyU-CBS | 0.3262
4 LSBert 0.5978 | GMU-WLV | 0.3532 LSBert 0.3262
5 RCML 0.5442 Cental 0.3097 PresiUniv 0.3074
6 GMU-WLV | 0.5174 LSBert 0.2880 TUNER 0.2219
7 CL Lab PICT | 0.5067 TUNER 0.1195 | UoM&MMU | 0.1711
8 teamPN 0.4664 | OEG_UPM | 0.1032 - -
9 PolyU-CBS | 0.4316 - - -
10 PresiUniv 0.4021 - - -
11 CILS 0.3860 - - -
12 Cental 0.3619 - - -
13 TUNER 0.3404 - - -
14 twinfalls 0.1957 - - -
15 NU HLT 0.1447 - - -

Table 2: Comparison of our system with other systems. The ranking of the systems is as per the Accuracy@1 values
of the best run submitted by the team. The results also include the performances by a pair of baseline systems -

LSBert and TUNER (étajner et al., 2022).
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“mandatory”, “obligatory” and “voluntary”.

The solution from the gold file (without ties
and space separated) is “mandatory required es-
sential forced important necessary obligatory un-
avoidable”.

5 Dataset

There is no training dataset for the TSAR-2022
Shared Task. A sample of 10 or 12 instances with
gold standard annotations is provided here as the
trial dataset. For the testing data, between 368
to 374 instances were given, with the annotations
released upon the completion of the competition.

5.1 Trial dataset

The trial dataset consists of a set of 10 instances
(for English and Portuguese) and 12 instances (for
Spanish) of a sentence, a target complex word. The
trial_none files contain only the sentences and the
complex word, while the trial_gold files contain
the sentences, the complex word and a set of gold
simplifications.

5.2 Test dataset

The test_none files (used for the evaluation bench-
mark) contain the instances with the sentences
and target complex words. The English test_none
file had 373 instances, the Spanish test_none file
had 368 instances, and the Brazilian Portuguese

test_none file had 374 instances. The test_gold
files contain the sentences, target complex words,
and gold annotations for each of the test_none files.

6 Experimental Setup

6.1 Resources Used

In our experiments, we used the following re-
sources:

* A pre-trained language model to generate a
list of contextual candidate words to replace
the complex word.

* A set of dense word vectors to find out which
words that were generated earlier are similar
in meaning to the complex word.

* A part-of-speech tagger to tag the sentence
with the replacement and verify that the re-
placement word is of the same inflexion as the
original complex word.

Due to the language requirements, we use a dif-
ferent set of resources for each language. Table
1 shows the different resources used for each lan-
guage. For English, we used the BERT (Devlin
et al., 2019) pre-trained language model, 300 di-
mension FastText (Grave et al., 2018) word vectors,
and the default NLTK Part-of-Speech tagger with
the Penn Treebank Tagset (Marcus et al., 1994).
For Spanish, we used the BETO (Cafiete et al.,
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2020) pre-trained language model, 300 dimension
FastText (Grave et al., 2018) word vectors, and the
Stanford Part-of-Speech tagger (Toutanova et al.,
2003). For Portuguese, we used the BERTim-
beau (Souza et al., 2020) pre-trained language
model, 300 dimension NILC Embeddings (Hart-
mann et al., 2017) and the Mac-Morpho part-of-
speech tagger (Aluisio et al., 2003).

We set the value of & (the number of candidates
generated) at 1000, and we run our experiments for
thresholds of similarity as 0.40, 0.50, and 0.60.

6.2 Evaluation Metric

The following evaluation metrics are used for our
experiments:

e Mean Accurate Precision - MAP@K
[K=1,3,5,10]. MAP@K for Lexical Simplifi-
cation evaluates the following aspects

— Are the predicted substitutes relevant?

— Are the top-ranked predicted substitutes
at the top positions?

* Potential @K [K=1,3,5,10] - The percentage
of instances for which at least one of the sub-
stitutions predicted is present in the set of gold
annotations.

¢ Accuracy @K [K=1,3,5,10] - The ratio of in-
stances where at least one of the K top pre-
dicted candidates matches the most frequently
suggested synonym/s in the gold list of anno-
tated candidates.

7 Results and Analysis

The results of our experiments on the testing dataset
are given in Table 2. These results denote the
best performance of a given team based on the
MAP@]1 for their three runs. While our system
performed admirably in the Spanish lexical simpli-
fication ranking task (coming first overall), we did
not do as well overall in the other languages.

7.1 Error Analysis

As we saw in the example in Section 4, antonyms
can also be selected as candidates. For instance,
let us consider the words good and bad, which
have a high cosine similarity’. Both the words are
antonyms, yet they would be selected as a replace-
ment for the other because they have a high cosine
similarity and the same part of speech.

"The cosine similarity between good and bad is 0.752.

7.2 Discussion

In this section, we discuss a couple of important
design decisions which we made for our experi-
ments. The first decision that we took was the
order of the approaches. One of the approaches
which we considered was to first select a similar
word and then compute the language model score
and rank the output words by the most probable
sentences. However, this does not work out be-
cause the most similar words are usually different
Jorms of the original word. For example, the top 5
most similar words for “compulsory” are: “Com-
pulsory”, “mandatory”, “non-compulsory”, “com-
pulsary”, and “complusory”. As we can see, the
most common words are either different forms of
“compulsory”, or they are spelling mistakes (Eg.
“compulsary” and “compulusory”), with very few
good candidate words (like “mandatory’).

The next design decision is the values of the
thresholds for cosine similarity, which we selected.
Selecting a very low threshold for candidate se-
lection will ensure that almost all the candidates
generated will be selected, while a high thresh-
old will eliminate almost all candidates (Eg. if we
had a threshold of 0.8, then even candidates like
“mandatory” won’t be selected for “compulsory”).
This is also why we selected threshold values of
0.40, 0.50 and 0.60 for our experiments.

8 Conclusion and Future Work

In this paper, we describe the participation of our
team, PresiUniv, in the TSAR 2022 Shared Task
on the generation and ranking of lexical simplifi-
cation substitutes. Overall, we achieved the best
performance in the Spanish track but finished 5th in
the Portuguese track and 10th in the English track.

In the future, we plan to extend our work towards
document-level simplification as well as person-
alized text simplification (Alva-Manchego et al.,
2020).
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