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Abstract

The user-dependency of Text Simplification
makes its evaluation obscure. A targeted evalu-
ation dataset clarifies the purpose of simplifica-
tion, though its specification is hard to define.
We built JADES (JApanese Dataset for the Eval-
uation of Simplification), a text simplification
dataset targeted at non-native Japanese speak-
ers, according to public vocabulary and gram-
mar profiles. JADES comprises 3,907 complex-
simple sentence pairs annotated by an expert.
Analysis of JADES shows that wide and multi-
ple rewriting operations were applied through
simplification. Furthermore, we analyzed out-
puts on JADES from several benchmark sys-
tems and automatic and manual scores of them.
Results of these analyses highlight differences
between English and Japanese in operations
and evaluations.

1 Introduction

Text Simplification (TS) aims to rewrite texts for
easier understanding. Simplified texts can bene-
fit children (Smith et al., 1989), non-native speak-
ers (Paetzold and Specia, 2016), non-specialists
(Devaraj et al., 2021; Ivchenko and Grabar, 2022),
and people with cognitive disabilities (Rello et al.,
2013; Alonzo et al., 2020).

Given the diverse users in various domains, auto-
matic TS has been regarded as an important re-
search area these years (Alva-Manchego et al.,
2020b). However, the diversity, in turn, makes
the evaluation of TS obscure. As Xu et al. (2015)
stated, an appropriate simplification for one type
of users will not be appropriate for another. There-
fore, the ideal TS system and evaluation is user-
dependent, but its specification is difficult to define.

One step to the user-dependent TS could be fo-
cusing on a specific population. The validity of
the simplification for a specific population can be
evaluated using a targeted dataset. Newsela (Xu
et al., 2015), available in English and Spanish, can

be used in this way when using information about
targeted grades on each article. Japanese lacks
such a dataset. SNOW (Maruyama and Yamamoto,
2018; Katsuta and Yamamoto, 2018) is a Japanese
dataset for TS and limits vocabulary, which com-
prises the top 2000 words required to understand
Japanese. However, this criteria differs from target-
ing in that no specific populations are considered.
For instance, they gave no simplification instruc-
tions on grammar to annotators. With a strictly
limited vocabulary, this settings causes lengthy ex-
pressions. In addition, SNOW is problematic in
that its original sentences are already short and
simple. Therefore, SNOW may not be suitable for
simplifying daily texts such as news articles.

Building a targeted dataset requires criteria
for specific populations. In Japanese, Japanese-
Language Proficiency Test (JLPT) published vocab-
ulary and grammar profiles for grasping Japanese
on each level (Japan-Foundation, 2002). These
materials alleviate the difficulties in defining the
specification and building a targeted dataset.

In this paper, we introduce a new Japanese
TS dataset, JADES1 (JApanese Dataset for the
Evaluation of Simplification). JADES is targeted
at non-native Japanese speakers capable of every-
day communications, following the specification of
vocabulary and grammar. JADES comprises 3,907
complex-simple parallel sentence pairs, which an
expert of Easy Japanese manually simplifies. Since
obtaining manual simplification are costly, JADES
is oriented towards tuning and evaluation in size.

We also implemented models as baselines on
JADES and rated their outputs automatically and
manually. The contributions of this work include:
(1) a dataset for TS in Japanese targeted at non-
native speakers; (2) analysis of complex-simple
text pairs in Japanese; (3) manual scores on simpli-
fied sentences.

1Our dataset will be available at http://github.
com/naist-nlp/jades
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Figure 1: An example sentence pair in JADES with simplification operations.

2 Related Work

2.1 Simplification Dataset for Evaluation

While early works on TS use a subset of a large
corpus for evaluation, Xu et al. (2015) pointed out
the low quality of automatically aligned sentence
pairs. Based on this report, using human-made
sentence pairs has become a standard practice for
TS evaluation. TurkCorpus (Xu et al., 2016) and
ASSET (Alva-Manchego et al., 2020a) are standard
datasets for the task comprising multiple reference
sentences created by crowdworkers.

Although crowd-sourcing diversifies reference
sentences, complex instructions can be difficult for
crowdworkers. On the other hand, sentence pairs in
Newsela are more valuable in that simplification is
done by experts under reliable criteria for multiple
levels, though its details are not disclosed. It should
be noted that sentence pairs in Newsela dataset are
automatically aligned and contains some misalign-
ments.

2.2 Japanese Text Simplification

In addition to works on the typical lexical simpli-
fication (Kajiwara and Yamamoto, 2015; Hading
et al., 2016), there have been several works for TS
in Japanese. Goto et al. (2015) analyzed simplified
Japanese news sentences and revealed that more
than half of the sentences were reordered through
simplification. Kato et al. (2020) focused on simpli-
fying Japanese sentence-ending predicates, which
are usually a source of confusion to readers due
to their complexity. Each of these works built a
dataset for training and evaluation, but unfortu-
nately, they are not publicly available.

For a publicly available corpus, SNOW T15
(Maruyama and Yamamoto, 2018) and SNOW T23
(Katsuta and Yamamoto, 2018) are the largest in
size (In the following, we denote them together as
SNOW). SNOW extracted 84,400 sentences from
Tanaka Corpus2 and were manually simplified by

2http://www.edrdg.org/wiki/index.php/
Tanaka_Corpus

non-experts. Original sentences in SNOW are
mainly from textbooks, and the lengths of those
are no more than 16 words, shorter than typical
sentences in news and articles.

3 Our New Dataset JADES

We create a new dataset, JADES, for TS in
Japanese. JADES contains manually simplified sen-
tences targeted at independent non-native Japanese
speakers. JADES comprises 3,907 complex-simple
parallel sentence pairs and will help tune and eval-
uate TS models.

3.1 Simplification Criteria

To build a targeted dataset, we set criteria for the
difficulty of simplified sentences. We chose for-
mer Level 3 of JLPT as a target level and adopted
its vocabulary and grammar profiles as the criteria.
Non-native speakers on this level are supposed to
understand basic Japanese for everyday commu-
nication, which is almost equivalent to CEFR B1.
The vocabulary profile contains 1,409 words, but
we allowed using named entities and words at the
same level as those in the profile. The grammar
profile contains basic conjugations and sentence
patterns. There is also a profile about Kanji char-
acters, but we ignored it because rewriting Kanji
to Hiragana or Katakana can cause misses in tok-
enization.

Since simplifying sentences based on the strict
criteria can require some expertise, we employed
an external person with specialized knowledge of
Japanese simplification as an annotator. The an-
notator was asked to simplify sentences according
to the criteria and exclude fairly simple sentences
with no need for simplification. We asked the an-
notator to preserve the meaning of sentences on
simplification but allowed deletion and addition of
words for easier understanding of the main idea of
sentences.
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SNOW JADES
# Sentences 84,400 3,907

# Vocab
complex 2,610 12,382

simple 1,607 5,633
Avg. # Tokens

complex 10.89 32.09
simple 11.99 31.51

Avg. Compression Rate 111.03 101.14
% of Identical 25.55 0.00

Table 1: Statistics of SNOW and JADES. Compression
rate is calculated by # tokens of a simple sentence / #
tokens of a complex sentence.

3.2 Data Source
Complex sentences in JADES were originally ex-
tracted from the Japanese-English development and
test subsets in WMT20 news translation task (Bar-
rault et al., 2020). These subsets include 3,991 sen-
tences, about half of them are originally Japanese,
and the rest are manually translated.

Through simplification under the criteria in Sec-
tion 3.1, we obtained 3,907 complex-simple sen-
tence pairs. We split these pairs into 2,959/448/500
for a train/valid/test subset, respectively. As multi-
ple sentences in this dataset are originally from a
single article, we assigned multiple sentences from
the same article to the same subset. Meanwhile,
the annotator was asked to treat one sentence as
independent of the other sentences.

3.3 Analysis of Corpora
Table 1 shows the statistics of sentences in SNOW
and JADES. We tokenized sentences with Sudachi
(Takaoka et al., 2018) and calculated the vocabu-
lary size, the number of tokens, and compression
rates. The compression rates were calculated by di-
viding the number of tokens of a complex sentence
by that of a simple sentence. One major differ-
ence between these two is in the number of tokens,
which can derive from the difference in the domain
of the original text: SNOW is from textbooks, and
JADES is from news articles. The difference is also
apparent in the vocabulary size as JADES contains
broader topics and many named entities. The ratio
of identical simplification, namely the exact match
between a complex and a simple sentence, indi-
cates that complex sentences in SNOW are fairly
simple already.

We also analyzed how sentences were rewritten.
The guideline for Easy Japanese3, which is a

3https://www.bunka.go.jp/seisaku/
kokugo_nihongo/kyoiku/92484001.html

N S J
REPLACE 38.4 80.0 97.0
SIMPLE REWRITE 26.0 30.0 76.0
DELETE 40.0 3.0 68.0
STRONG REWRITE 11.2 19.0 61.0
ADD 20.0 25.0 31.0
REORDER 11.2 2.0 20.0
SPLIT 17.2 1.0 14.0

Table 2: % of sentences from SNOW (S) and JADES
(J) in which each operations was performed. Result of
Newsela (N) are extracted from Alva Manchego (2020).

guideline for simplifying Japanese texts published
by the Japanese government, includes lexical
simplification, syntactic simplification, deletion,
and splitting, similar to well-discussed simpli-
fication operations in English (Xu et al., 2015;
Alva Manchego, 2020). We manually identified
the simplification operations applied to the
original sentence from each randomly picked 100
sentence pair from SNOW and JADES, excluding
identical pairs. We considered seven major
simplification operations from Alva Manchego
(2020), including DELETE, ADD, SPLIT,
REPLACE, SIMPLE REWRITE, STRONG
REWRITE, and REORDER.

The result of manual operation identification in
Table 2 indicates that the majority of sentence pairs
in JADES have multiple operations. On the other
hand, only a few sentence pairs in SNOW have
deletion and splitting since sentences are short in
length. Compared to Newsela, SNOW and JADES
include much more REPLACE, which can derive
from the vocabulary limitation. On the other hand,
JADES include outstanding number of SIMPLE
REWRITEs and STRONG REWRITEs, which im-
plies the large difference in simplicity between sen-
tence pairs. See Appendix A for examples of sim-
plification and operations.

4 Evaluations

We conducted TS in Japanese with several models
to investigate the characteristics of our dataset. We
also evaluated models automatically and manually.

4.1 Baseline Models

We chose BART (Lewis et al., 2020) and Edit-
NTS (Dong et al., 2019) for model architectures
and trained them with sentences from SNOW and
JADES.

For BART, we built three models by fine-tuning
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Train / Fine-tune Automatic Manual

SNOW JADES
SNOW JADES JADES

System Model Name BLEU SARI BS BLEU SARI BS F M S
Reference Reference - - - - - - - - 3.17 3.09 2.45

Identical Identical - - 57.27 22.58 89.59 29.10 16.27 80.93 - - -

BART
BART-S ✓ - 75.85 61.06 93.25 26.34 41.21 80.75 - - -
BART-J - ✓ 55.58 42.85 88.76 32.50 49.97 82.81 - - -
BART-SJ ✓ ✓ 68.14 59.59 90.18 36.03 58.12 83.90 2.84 2.38 1.95

EditNTS
EditNTS-S ✓ - 59.60 47.28 88.97 25.05 36.67 78.38 - - -
EditNTS-SJ ✓ ✓ 51.79 46.86 86.92 30.52 44.30 80.78 2.76 2.36 1.45

Table 3: Automatic and manual evaluation on simplified sentences. In SNOW, multiple references were used for
evaluation. F, M, and S stand for Fluency, Meaning Preservation, and Simplicity, respectively.

the Japanese pre-trained model4. Two of them were
fine-tuned on SNOW and JADES, respectively, and
the other was first fine-tuned on SNOW and then
fine-tuned again on JADES. For EditNTS, we built
two models. One was trained only on SNOW
from scratch, and the other was then fine-tuned
on JADES. We used the first 80,000 sentence pairs
as a training set in SNOW. All models used JADES
for their validation.

Subsequently, we generated simplified sentences
on the test subset of JADES and SNOW.

In addition to these TS models, we set the iden-
tical system, which outputs the input sentences
exactly as they are.

4.2 Automatic and Manual Evaluation

Since there are few discussions on suitable auto-
matic metrics for TS in Japanese, we evaluated the
outputs of the baseline models with the most com-
monly used metrics in TS, BLEU (Papineni et al.,
2002), SARI (Xu et al., 2016), and BERTScore
(Zhang et al., 2020).

In addition to automatic scores, we assessed
simplified sentences on JADES by manual scores.
We randomly sampled 600 simplified sentences on
each of the valid and test subsets, from reference,
BART, and EditNTS. We chose the best BART and
EditNTS model by automatic evaluation.

Following (Alva-Manchego et al., 2020b), sam-
pled sentences are scored on fluency, meaning
preservation, and simplicity. We hired six in-house
native Japanese speakers as annotators and asked
them to score 300 sentences each from valid and
test subsets, respectively. As a result, each sampled
sentence was scored by three annotators. Scoring
was based on 1-4 Likert scale; see Appendix B for

4https://github.com/utanaka2000/
fairseq/blob/japanese_bart_pretrained_
model/JAPANESE_BART_README.md

F M S
w/ Reference

BLEU 0.308 0.411 0.459
SARI 0.300 0.385 0.493

BERTScore 0.335 0.429 0.474
w/o Reference

BLEU 0.167 0.228 0.177
SARI 0.157 0.142 0.294

BERTScore 0.230 0.275 0.246

Table 4: Correlation between automatic and manual
scores on valid/test subsets of JADES.

detailed instruction.

4.3 Results

Table 3 shows the automatic and manual evalua-
tion of simplified sentences as well as identical
outputs. On both SNOW and JADES, fine-tuned
BART models are superior to EditNTS models.
The best model among BART differs in a test
dataset. BART-SJ outperforms the other models
for JADES and is slightly inferior to BART-S for
SNOW. This performance implies that two-step
fine-tuning works even though the first dataset is
rough to some extent.

For manual scores, BART-SJ seems able to gen-
erate fluent sentences, but lacks the ability to sim-
plify sentences compared to Reference. Mean-
while, even Reference shows lower scores than
expected on simplicity. This result may be because
simplification rewritings sometimes euphemize ex-
pressions and vocabulary, which are easy to un-
derstand for native speakers. Thus, scores by tar-
geted audiences will differ from scores by native
Japanese speakers. We calculated Cohen’s κ (Co-
hen, 1960) between each pair of annotators and
took the weighted average. κ on fluency, meaning
preservation, and simplicity is 0.255, 0.231, and
0.250, respectively. All these values can be as-
sumed as fair agreement (Landis and Koch, 1977).
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We also calculated Pearson’s correlation co-
efficients between automatic and manual scores,
shown in Table 4. Since Reference almost
always gains perfect automatic scores, correla-
tion is calculated with and without Reference
sentences. Although correlations are not much
high in all aspects, notably without Reference,
BERTScore shows the highest correlation in flu-
ency and meaning preservation, while SARI
shows the highest in simplicity. The function of
SARI differs from Alva-Manchego et al. (2021),
which shows that SARI is inferior to BLEU and
BERTScore on simplicity for the evaluation of
multi-operational simplification.

Focusing on absolute values of automatic scores,
Identical gains a low score for JADES and
a high score for SNOW, which supports that
JADES has drastic rewriting. For SARI, although
BART-SJ and EditNTS-SJ show low manual
scores, their SARI scores are quite high compared
to the fact that state-of-the-art TS models in En-
glish, which can outperform even humans, gain
just around 45 in SARI (Martin et al., 2020). We
found these differences in evaluation between En-
glish and Japanese datasets, and will leave them to
further research.

5 Conclusion

We have introduced JADES, a new dataset mainly
for the evaluation of TS in Japanese. Simplified sen-
tences in JADES are targeted at non-native speakers
and made by an expert. This setting may make op-
erations more variant and induce drastic rewriting,
as the manual operation identification shows.

We can see the difference between English and
Japanese in operations and evaluation metrics,
which emphasizes the need for manual datasets
in diverse languages.

Since manual scores on automatic TS models
are low, TS in Japanese still has room for growth.
With manual scores, JADES can also be useful for
investigating new evaluation metrics. We believe
that JADES facilitates TS in Japanese and its appli-
cation.

Limitation

JADES has only one reference sentences, which
might introduce some biases in simplified sen-
tences since they are created by a single annotator.
The heavy workload and quantity of annotation
might also impact the overall quality. However,

only a few annotators have the expertise to handle
such a difficult targeting task. In order to miti-
gate the current limitations of this work, we are
planning to investigate better instructions with de-
tail granularities so that it is easier to expand this
task with more annotators. Furthermore, the cur-
rent dataset is limited in that the qualities are not
double-checked by the actual targeted users, and
we will leave it as our future studies.
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A Simplification Example

Figure 2: Examples of simplification in JADES.
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B Instruction for Manual Scoring

We set 1-4 Likert scale for each of fluency, meaning
preservation, and simplicity. Below is a translation
of the specific instructions.

Fluency
• (Presenting a simplified sentence) Is the fol-

lowing sentence fluent?

1. Obviously not fluent
2. Lack in fluency, and the main idea is hard

to understand
3. Slightly less fluent, but conveys the main

idea
4. Fluent

Meaning Preservation
• (Presenting an original sentence as A and a

simplified sentence as B) How much of the
meaning of sentence A is retained in sentence
B?

1. Hardly retained (the main idea com-
pletely changed)

2. Not much retained (the main idea
changed somewhat)

3. Largely retained (the main idea is re-
tained)

4. Almost completely retained

Simplicity
• (Presenting an original sentence as A and a

simplified sentence as B) Is sentence B is eas-
ier to understand compared to sentence A?

1. Harder to understand
2. Almost equal
3. Slightly easier to understand
4. Easier to understand
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