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Abstract 
Research has explored the use of automatic text 
simplifcation (ATS), which consists of tech-
niques to make text simpler to read, to provide 
reading assistance to Deaf and Hard-of-hearing 
(DHH) adults with various literacy levels. Prior 
work in this area has identifed interest in and 
benefts from ATS-based reading assistance 
tools. However, no prior work on ATS has 
gathered judgements from DHH adults as to 
what constitutes complex text. Thus, following 
approaches in prior NLP work, this paper con-
tributes new word-complexity judgements from 
11 DHH adults on a dataset of 15,000 English 
words that had been previously annotated by L2 
speakers, which we also augmented to include 
automatic annotations of linguistic character-
istics of the words. Additionally, we conduct 
a supplementary analysis of the interaction ef-
fect between the linguistic characteristics of 
the words and the groups of annotators. This 
analysis highlights the importance of collecting 
judgements from DHH adults for training ATS 
systems, as it revealed statistically signifcant 
interaction effects for nearly all of the linguistic 
characteristics of the words. 

Introduction 

Automatic text simplifcation (ATS) consists of 
computing techniques that make text simpler to 
read, while preserving the meaning of the origi-
nal text (Shardlow, 2014; Siddharthan, 2014; Al-
Thanyyan and Azmi, 2021). ATS can be applied at 
the lexical level by replacing complex words with 
simpler synonyms, at the syntactic level by rewrit-
ing sentences to reduce their syntactic complexity, 
or by doing both at the same time (Shardlow, 2014; 
Siddharthan, 2014; Al-Thanyyan and Azmi, 2021). 
Prior work has explored the use of ATS to pro-
vide reading assistance to different user groups, 

including non-native speakers (henceforth referred 
to as L2 speakers) and Deaf and Hard-of-hearing 
(DHH) adults because of their diversity in literacy 
skill (e.g., Azab et al., 2015; Alonzo et al., 2020; 
Kushalnagar et al., 2018; Ehara et al., 2010). 

While there have been many efforts into the use 
of ATS for assistive applications, most ATS re-
search from a natural language processing (NLP) 
perspective focuses on improving the machine 
learning models supporting those applications. 
However, training data for these models is scarce 
as texts are not usually written at various levels 
of linguistic complexity and thus the access to the 
needed corpora is limited (e.g., Simple Wikipedia 
or Newsela) (Coster and Kauchak, 2011; Xu et al., 
2015). 

In recent work, researchers created a dataset of 
15,000 English words from a general lexicon, ob-
taining word-complexity judgement on all 15,000 
words from adult L2 speakers (Maddela and Xu, 
2018). Using this dataset to train simplifcation 
models provided promising results (Maddela and 
Xu, 2018). However, considering that research 
has identifed that various linguistic characteristics 
may affect text complexity differently for differ-
ent reader groups (Paetzold and Specia, 2016b), 
researchers have called for the creation of datasets 
with judgements from intended target audiences 
(Gooding, 2022; Maddela and Xu, 2018). Prior 
work identifed benefts from lexical simplifca-
tion among DHH adults (Alonzo et al., 2020); 
thus, we collect judgements from DHH adults on 
the lexicon previously created in Maddela and Xu 
(2018). Then, to understand whether there is in-
deed value in gathering these judgements from an-
notators from target reader groups, we conduct an 
analysis of complexity judgements, to determine 
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whether there was an interaction effect between the 
annotator groups and various linguistic characteris-
tics of words, which had been identifed as relevant 
for word complexity in prior work. 

As the main contribution of this paper, we collect 
and publicly release1 word-complexity judgements 
from DHH adults (and automatically-computed lin-
guistic characteristics) on a set of 15,000 words, 
which had previously been annotated by L2 speak-
ers in prior work. As a supplementary contribution, 
we provide an additional analysis of the interac-
tion effects between the groups of annotators and 
the linguistic characteristics identifed, which high-
light the importance of collecting word-complexity 
judgements with annotators from different reader 
groups. 

2 Related Work 

Advances in ATS have motivated research into its 
use to support the reading tasks of various groups 
of people, including people with disabilities such 
as dyslexia or aphasia (e.g., Rello et al., 2013a; 
Devlin and Unthank, 2006) , or people who are 
DHH (e.g., Alonzo et al., 2020), as well as children 
(e.g., De Belder and Moens, 2010; Xu et al., 2015) 
or foreign language learners (e.g., Azab et al., 2015; 
Ehara et al., 2010.) A key challenge in the feld, 
however, is obtaining access to datasets (Xu et al., 
2015) and there have been calls in the community 
for the collection of datasets from people from the 
intended audiences for the systems (Paetzold and 
Specia, 2016b; Maddela and Xu, 2018; Gooding, 
2022). In the next section, we summarize work 
on obtaining datasets for ATS and motivate our 
approach. 

2.1 Datasets for Automatic Text Simplifcation 

As mentioned in the introduction, there are var-
ious approaches to automatic text simplifcation, 
including lexical and syntactic approaches (Shard-
low, 2014; Al-Thanyyan and Azmi, 2021), and 
there have been efforts to create datasets for both 
of these tasks (Xu et al., 2015; Al-Thanyyan and 
Azmi, 2021). When it comes to syntactic simplif-
cation, most approaches require sentence-aligned 
training data. Thus, researchers have typically cre-
ated datasets based on aligning the sentences of ex-
isting resources that provide texts at different levels 
of complexity. These include the articles provided 

1https://github.com/oliveralonzo/ 
DHH-lexical-dataset 

in Simple English in Wikipedia (Kauchak, 2013; 
Jiang et al., 2020), as well as news articles from 
Newsela, a website that provides news articles with 
human-produced simplifcations (Xu et al., 2015). 

When it comes to lexical simplifcation, the two 
main tasks that require the use of datasets are the 
complex word identifcation (CWI) stage, where 
systems identify potential words to simplify, and 
the substitution generation (SG) stage, where sys-
tems identify potential synonyms to replace a com-
plex word (Shardlow, 2014; Paetzold and Spe-
cia, 2016b). While sentence-aligned datasets can 
also be used for lexical simplifcation by identify-
ing complex words that have been replaced, most 
datasets created specifcally for lexical simplifca-
tion are obtained by having readers judge individ-
ual isolated word forms (e.g., Maddela and Xu, 
2018; Gooding and Tragut, 2022) or identify com-
plex words in sentences (e.g., Paetzold and Specia, 
2016b). There are trade-offs with these approaches, 
including the fact that judging individual words 
is less time consuming, but identifying complex 
words in sentences may also provide insights into 
how a reader may judge a particular word in con-
text, which is especially relevant for polysemous 
words. 

As prior work has highlighted, many of the 
datasets presented in the literature are not targeted 
to any specifc group (Xu et al., 2015; Gooding, 
2022). However, evidence supports the need for 
collecting datasets with people from specifc tar-
get audiences for ATS, including the fact that what 
makes text complex may vary depending on various 
characteristics of a reader group (Paetzold and Spe-
cia, 2016b). While prior work has identifed bene-
fts from both syntactic and lexical simplifcation 
for people who are DHH (Kushalnagar et al., 2018; 
Alonzo et al., 2020), to the best of our knowledge 
no prior work has gathered datasets of judgements 
from DHH adults. 

3 The Dataset 

Our dataset was originally gathered by researchers 
in Maddela and Xu (2018) by selecting the 15,000 
most frequent words in Google’s IT Ngram Corpus. 
Word-complexity judgements on all 15,000 words 
were also obtained from 11 L2 English speakers 
using a 6-point scale, going from “very simple” (1) 
to “very complex” (6), and using 6 points to avoid a 
neutral choice (Maddela and Xu, 2018). In this new 
work, we expand this dataset by obtaining word-
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complexity judgements from 11 DHH annotators 
following that prior approach, and we also com-
pute several linguistic characteristics of the words. 
The selection of these linguistic characteristics was 
based on prior work, which had identifed linguistic 
characteristics (e.g., word length or number of syl-
lables) that had affected text complexity for various 
reader groups (Paetzold and Specia, 2016b). 

3.1 Annotators and Annotation Process 
Our 11 annotators were hired as part-time research 
assistants over 3 academic years at the Rochester 
Institute of Technology. All annotators identifed as 
DHH, and their reported frst languages included: 
ASL alone, English alone, ASL and English, and 
Chinese. At the beginning of their employment, our 
annotators completed the sentence-comprehension 
sub-test from the Wide Range Achievement Test 4 
(WRAT-4), which had previously been validated as 
a measure of DHH’s adults literacy skill. Their av-
erage WRAT-4 scores were 81 (SD = 11.62, range 
= 73 - 111), which is slightly below the U.S. aver-
age of 100. 

Following the approach of Maddela and Xu 
(2018), we provided our annotators with the list of 
individual words, and asked them to provide a com-
plexity judgement for each word using a 6-point 
scale where 1 meant "very simple" and 6 meant 
"very complex." A 6-point scale was employed to 
avoid a neutral choice. Furthermore, participants 
were instructed to rate a word as -1 if they consid-
ered that it was not a word. 

3.2 Linguistic Characteristics 
Prior work (Paetzold and Specia, 2016b) had identi-
fed that the relationship between various linguistic 
characteristics of words and their perceived com-
plexity for a reader may vary depending upon the 
reader group. Thus, to investigate whether per-
ceptions of word complexity among DHH anno-
tators differed from those of non-DHH annotators 
in prior work (Maddela and Xu, 2018), we com-
puted various linguistic characteristics for each 
word in the dataset. Notably, these characteris-
tics were computed separately from the annotation 
process, so our annotators did not see those char-
acteristics during the annotation process described 
above in section 3.1. Similar to linguistic proper-
ties investigated in prior work (e.g., Paetzold and 
Specia, 2016b), our characteristics were grouped 
into three categories: morphological, semantic and 
lexical features. These characteristics were com-

puted using a Python script and employing publicly-
available libraries as detailed below. 

3.2.1 Morphological Features 
The morphological features included word length 
and the number of syllables. Word length was 
computed using Python’s built-in function for 
string variables, while the number of syllables was 
computed using the ‘pronouncing’ Python mod-
ule2, which provides an interface for the CMU 
Pronouncing Dictionary. 

3.2.2 Semantic Features 
The semantic features included the number of 
senses (possible meanings for a word), synonyms 
(words with the same meaning), hypernyms 
(words that a specifc word is a type of, e.g., ‘num-
ber’ is a hypernym of ‘fve’) and hyponyms (words 
that are a type of a specifc word, e.g., ‘fve’ is a 
hyponym of ‘number’). All of these semantic fea-
tures were computed using the Natural Language 
ToolKit (NLTK) implementation of WordNet3. 

3.2.3 Lexical Features 
These lexical features consisted of unigram log-
probabilities based on their frequency on three cor-
pora used in: SubIMDB, a dataset comprised of 
38,102 subtitles obtained from OpenSubtitles and 
IMDB (Paetzold and Specia, 2016a); Subtlex, a 
dataset of 50 million English words containing their 
word frequencies based on American movies and 
TV shows (Brysbaert and New, 2009); and Simple 
Wikipedia, a dataset of articles from Wikipedia 
written in the Simple English language (Kauchak, 
2013). The unigram log-probabilities were com-
puted using the NLTK toolkit. 

4 Dataset Analysis and Results 

4.1 Descriptive Statistics 
When combining all the data from all of the DHH 
annotators, their average word-complexity judge-
ments were 2.2 (SD = 0.67), where 1 meant "very 
simple" and 6, "very complex." The average word-
complexity judgements previously obtained from 
L2 speakers in Maddela and Xu (2018), in turn, 
were 2.7 (SD = 0.83). Table 1a provides descriptive 
statistics for each of the linguistic characteristics. 

Following the approach of Maddela and Xu 
(2018) and Agirre et al. (2014), we computed the 
average of the Pearson correlation between each 

2https://pronouncing.readthedocs.io/en/latest/ 
3https://www.nltk.org/howto/wordnet.html 
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a) Descriptive Statistics b) Interaction Effect 
Linguistic Characteristics Average SD Range F Value Statistical Signifcance 
Length 7.1 2.4 1 to 18 15.42 Yes; p < 0.001 
Syllables 2.3 1 0 to 7 26.64 Yes; p < 0.001 
Senses 4.5 5.5 0 to 75 1.84 Yes; p < 0.001 
Synonyms 6.9 8.9 0 to 100 0.82 No; p = 0.87 
Hyponyms 3.4 4.6 0 to 59 0.55 No; p = 1 
Hypernyms 11.5 28.7 0 to 693 1.81 Yes; p < 0.001 
SubIMDB Unigram Log-probability -17.5 3.2 -26.4 to -6.5 3.01 Yes; p < 0.001 
Subtlex Unigram Log-probability -17.6 3.5 -24.4 to -6.2 2.85 Yes; p < 0.001 
Simple Wikipedia Unigram Log-probability -16.5 2.6 -22.2 to -7.5 2.18 Yes; p < 0.001 

Table 1: A summary of a) the descriptive statistics for each of the linguistic characteristics for all words in the 
dataset of the 15,000 most frequent English words (Maddela and Xu, 2018), and b) the results of the interaction 
effect between the group of annotators (DHH or L2 speakers) and each linguistic characteristic. 

annotator’s annotations and the average of the rest 
of the annotators, to assess the quality of the an-
notations. The average inter-annotator agreement 
for the annotations was 0.53, which is in line with 
the agreement observed in Maddela and Xu (2018) 
before removing outliers. Following their approach 
to identify outliers (i.e. defning an outlier as an an-
notation that had an absolute difference ≥ 2 from 
the average of the rest of the annotators) resulted 
in 11.2% of the annotations being identifed as out-
liers. After removing those, the average agreement 
was 0.55. However, we release our dataset and 
present our results without removing any outliers 
as the defnition of an outlier may vary depending 
on the application. 

4.2 Interaction Effects 

While it is possible to conduct signifcant difference 
testing between the overall judgements of DHH 
and L2 annotators (which, in fact, revealed signif-
icant differences), it may not be meaningful as it 
may simply suggest that the way the two groups 
of annotators calibrated to the scale was different. 
Furthermore, we were not concerned with identi-
fying exactly what features correlate with word 
complexity in our dataset as those would be better 
identifed through machine-learning models trained 
using this dataset. Instead, we were interested in 
whether, when conducting a two-factor analysis of 
the average judgements obtained from both groups, 
there is an interaction effect between the group and 
the linguistic characteristics outlined above. An 
interaction effect occurs when the effect of one 
independent variable on a dependent variable de-
pends on another independent variable. Thus, an 
interaction effect would suggest that the way these 
various linguistic characteristics affect word com-
plexity may be different for these two groups of 

annotators, thereby further motivating the need to 
collect datasets from specifc groups of annotators 
who, in our case, were DHH adults. 

Thus, we conducted two-way analyses of vari-
ance (ANOVA) where the dependent variable was 
the average judgements from annotators, and the 
independent variables were each of the linguistic 
characteristics of the words and the group of an-
notators. Overall, we observed interaction effects 
between the group of annotators and nearly all of 
the linguistic characteristics, with the exception of 
the number of synonyms and hyponyms. Table 1b 
provides the detailed results for these analyses. 

5 Discussion and Conclusion 

Our results provide further evidence for the impor-
tance of gathering judgments from intended audi-
ences to train systems using datasets based on those 
judgements. Prior work had suggested that the 
linguistic characteristics that affect text complex-
ity for different user groups may vary (e.g. word 
length may affect word complexity for people with 
dyslexia but less so for L2 speakers) (Rello et al., 
2013b; Paetzold and Specia, 2016b). Through 
our analysis of interaction effects, we observed 
that the way several linguistic characteristics affect 
word-complexity judgements depends indeed on 
the group of annotators that provide those judge-
ments. Thus, it is important to gather judgements 
from target audiences and build models based on 
those judgements, which may better capture the 
nuanced relations between how these different fea-
tures impact word complexity for target audiences. 

Limitations and Future Work 

Our work presented in this paper had various limi-
tations, and opens several avenues for future work: 

122



1. There are different approaches to gather word-
complexity judgements. Our dataset is limited 
in that it provides out-of-context judgements 
from DHH annotators. Thus, it may miss the 
infuence of context on word complexity. Fu-
ture work should gather additional datasets 
that obtain in-context judgements. 

2. Our supplementary analysis focused mainly 
on whether the group of annotators affected 
how the various linguistic characteristics af-
fect word complexity, which served to validate 
the importance of our dataset. However, we 
do not discuss why or how those relationships 
work (e.g., why synonyms or hyponyms did 
not reveal signifcant differences) as our anal-
ysis did not provide insights into these aspects 
and thus our discussion would involve specu-
lation. Future work based on our dataset can 
focus on providing further insights into these 
issues. 

3. Our annotators were recruited from a univer-
sity campus. While we still observed diversity 
in their literacy skills, as measured by their 
WRAT-4 scores, future work should expand 
our dataset by collecting judgements from a 
broader group of DHH adults with varying 
levels of education. 

4. The main contribution of this paper consists 
of the release of the word-complexity dataset. 
However, future work should explore the util-
ity of this dataset for the various stages of 
lexical simplifcation (e.g. CWI, or substitu-
tion generation and ranking). Furthermore, 
future work should explore how the use of 
this dataset to train ATS systems may impact 
the utility of these systems for DHH adults. 
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