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Introduction

Welcome to the proceedings of the 1st edition of the Workshop on Text Simplification, Accessibility and
Readability (TSAR).

We have received 35 submissions to the workshop’s main track and 11 submissions describing the sy-
stems that participated in the shared task on lexical simplification for English, Spanish, and Portuguese,
held in conjunction with the TSAR workshop.

The submissions to the main track covered various topics: readability assessment, user studies, creation
of datasets for text simplification in several domains and languages, novel text simplification architectu-
res, use of complexity assessment in machine translation, as well as other related topics. Interestingly,
most submissions focussed on languages other than English. The lexical simplification systems that par-
ticipated in the shared task explored various architectures, ranging from non-neural (dictionary-based)
approaches to those using the latest GPT-3 models. The best systems outperformed the previous state-
of-the-art lexical simplification system on the shared task benchmark dataset.

All submissions were peer-reviewed by the members of the program committee which includes distin-
guished specialists in text simplification, accessibility, and readability. Out of the 35 submissions to the
workshop’s main track, one submission was withdrawn by the authors, 15 were rejected and 19 were
accepted. Out of 19 accepted papers, 8 were selected to be presented orally and 11 as posters. Out of 11
submissions submitted to the shared task system description track, one was desk-rejected, and 10 were
accepted.

The workshop is held fully virtually. The program encompasses two sessions with a total of 9 oral pre-
sentations, a poster session with 21 poster presentations, two invited talks, and a round table discussion.
The oral presentations feature 8 papers submitted to the workshop’s main track and one system demon-
stration paper which describes the winning system in the English track of the shared task. The poster
session features 12 papers from the workshop’s main track and 9 papers which describe the participating
systems of the shared task on lexical simplification for English, Spanish, and Portuguese.

We would like to thank the members of the program committee for their timely help in reviewing the
submissions, all the authors for submitting their papers to the workshop, and all teams that participated
in the shared task and submitted the outputs of their systems. We also thank Frontiers for sponsoring the
workshop.

TSAR Organizing Committee
Sanja Štajner, Horacio Saggion, Daniel Ferrés, Matthew Shardlow, Kim Cheng Sheang, Kai North,
Marcos Zampieri, and Wei Xu
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Keynote Talk: Human-Computer Interaction and Automatic
Text Simplification: Understanding the Perspective of Deaf

and Hard of Hearing Users
Matt Huenerfauth

Rochester Institute of Technology, New York

Abstract: While there have been major advances in automatic text simplification and other related na-
tural language processing technologies, there has been much less research conducted with direct parti-
cipation of users, to understand their needs for this technology nor how it can be best evaluated through
their participation in studies. In this talk, I will discuss how research methods from human-computer in-
teraction and computing accessibility for people with disabilities can illuminate the potential benefits of
this technology for a specific user group who has been the focus of research at our laboratory: Deaf and
Hard of Hearing adult readers. In prior research presented at the ACM CHI and ASSETS conferences,
we have learned that reading-assistance tools that incorporate lexical simplification benefit DHH adult
readers, and we have also found that these users prefer designs in which they have greater autonomy
over which portions of text have been simplified and transparency as to whether text has been modified.
Focusing specifically on DHH adults working in the computing and information technology professions,
we have also conducted research on users’ current reading practices, approaches they use when encoun-
tering difficult text, their interest in reading-assistance technologies, and specific design considerations
that would affect their interest (e.g., sense of autonomy, privacy, or social acceptability of this techno-
logy in the workplace). Finally, our most recent work has been methodological in nature, in which we
have identified specific types of questions that can be asked in studies with DHH adults, of various En-
glish literacy levels, to effectively measure the complexity and fluency of English texts that have been
simplified. Beyond our specific findings for DHH readers, our work illustrates how human-computer
interaction researchers can contribute to progress in the field of automatic text simplification and provide
useful guidance and methodological tools for other researchers.

Bio: Matt Huenerfauth is a Professor and Dean of the Golisano College of Computer and Information
Sciences at Rochester Institute of Technology (RIT). He studies the design of technology to benefit peo-
ple who are Deaf or Hard of Hearing or who have low written-language literacy, and his team of research
students operates bilingually in English and American Sign Language (ASL). He has secured $5.25 mil-
lion in external research funding since 2007, including a U.S. National Science Foundation CAREER
Award in 2008. He has authored over 115 peer-reviewed scientific journal articles, book chapters, and
conference papers, including at top venues in human-computer interaction and computing accessibility.
He is a five-time recipient of the Best Paper Award at the top computing research conference in the field
of computing accessibility, the ACM SIGACCESS Conference on Computers and Accessibility (ASSE-
TS), which is more than any other individual in the conference history. In 2021, he was elected Chair of
the ACM SIGACCESS special interest group on accessible computing for a three-year term, and in 2019,
he completed a maximum six-year term as editor-in-chief of the ACM Transactions on Accessible Com-
puting (TACCESS) journal. In 2018, RIT awarded him the Trustees Scholarship Award, the university’s
highest honor for faculty research.
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Keynote Talk: Beyond the state-of-the-art models: What is
complex text, and what are we simplifying?

Sowmya Vajjala
National Research Council, Canada

Abstract: We have seen over two decades of NLP research on readability assessment and text simpli-
fication by now. But, what do we really mean by “readability”, and how is a “simplified” text different
from an unsimplified one? In this talk, I will try to explore this question by looking into relevant li-
terature in education and psychology research, and attempt to connect them with NLP research. I will
also explore whether the current explainable AI research will help in addressing this question. Through
this **non-technical** talk, I hope to initiate a discussion on what else should we be doing apart from
building state of the art readability and simplification models with standard datasets.

Bio: Sowmya Vajjala is a researcher in the Multilingual Text Processing group , within the Digital
Technologies Research Center at National Research Council, Canada. She has worked extensively on
automatic readability assessment in the past, and is currently interested in developing and studying me-
thods to understand the generalizability of NLP systems. She is also a co-author of “Practical Natural
Language Processing”, published by O’Reilly Media (2020).
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